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Abstract

Wireless networking is fast becoming the primary method for people to connect to

the Internet and with each other. The available wireless spectrum is increasingly

loaded, with users demanding higher performance and reliability from their wireless

connections. This dissertation proposes single channel full-duplex as a new paradigm

for wireless system design that can mitigate some of the throughput and reliability

problems of today’s wireless systems.

With full-duplex wireless radios, a node can receive and transmit data at the same

time, without using multiple wireless channels. At the physical layer, this capability

can double the available throughput at a node. Further, sending and receiving at

the same time allows a wireless node to exchange control messages while receiving

data, making real-time feedback schemes possible. Such feedback, assumed to be

impossible till now, allows network researchers to rethink the way wireless networks

are designed. This dissertation shows that with the extra feedback channel available

through full-duplexing, reliability in existing wireless networks can be significantly

improved. Motivated by the promise that full-duplex wireless holds, this disserta-

tion explores the challenges in implementing such radios and how these radios could

influence the design of wireless networking stacks.

The primary challenge in implementing a full-duplex wireless system is removing

the self-interference from a node’s transmit antenna to its receive antenna. This dis-

sertation discusses various analog and digital techniques to cancel this self-interference.

It presents an adaptive full-duplex wireless system that combines analog and digital

self-interference cancellation to remove up to 73dB of self-interference. Exploiting

full-duplexing to the fullest extent requires a redesign of higher layers, especially the
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MAC and network layers. This dissertation presents a full-duplex MAC layer imple-

mentation to show how full-duplexing can be leveraged to improve wireless reliability

and performance. This implementation reduces hidden terminal losses by up to 88%

and significantly improves network fairness and throughput.

The main contribution of this dissertation is to motivate full-duplex radios as

a direction for research on future wireless systems. It shows that designing full-

duplex systems, while challenging, is feasible. It also presents many ideas on how

full-duplexing could be used to improve a variety of wireless systems, including multi-

hop data networks, cellular systems, and wireless LANs.
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Chapter 1

Introduction

Wireless radios are increasingly pervasive in everyday life. With laptops connecting to

WiFi hotspots and cellphones streaming videos through cellular basestations, users

are demanding higher speeds and higher availability from their wireless networks.

Even with the significant advancements made in wireless network designs over the last

couple of decades, wireless networks are plagued with problems such as intermittent

connection losses and unexplained loss of performance. An example that many readers

would identify with is seeing a good signal level on the WiFi connection of a laptop

and still experiencing page load errors in a web browser. Such problems are much

more noticeable in highly crowded wireless environments, such as enterprise buildings

or conferences with hundreds of users using the wireless medium for data transfer at

the same time.

The challenges in wireless originate from the shared, broadcast nature of the

wireless medium. A shared medium implies that communication devices need to

contend amongst themselves, requiring specific sharing mechanisms to use the medium

efficiently. The wireless medium also exhibits rapid attenuation of signals. With such

attenuation, different devices in a network can have very different and inconsistent

views of the wireless channel.

Before we consider a whole network of wireless nodes trying to use the wireless

channel efficiently, we should consider the simple case of two nodes trying to send

data to each other. For example, in an access point based WiFi network, a laptop

1
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Figure 1.1: Current wireless systems create a bi-directional communication channel
using either TDD or FDD

connects to the Internet by sending uplink packets to the access point and receiving

downlink packets from the access point. Thus, conceptually, most networks require

a bi-directional communication channel between communicating nodes. The notion

of a communication channel allowing bi-directional data transfer is called duplex-

ing. Interference between transmissions and receptions has to be avoided for duplex

communication to be possible.

1.1 Wireless Today

Current wireless systems achieve the isolation required between the two directions of

communication using independence in either time or frequency. Accordingly, these

duplexing techniques are called Time-Division Duplexing, or Frequency-Division Du-

plexing.

• Time-Division Duplexing (TDD) is when nodes divide access in time as

shown in Figure 1.1(a). When Nodes 1 and 2 want to send data to each other,
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they break time into slots. Then, the two nodes can take turns in sending data

to each other. Dividing channel time in this way prevents the transmissions from

the two nodes from interfering with each other. Many data networks use TDD

as it is simple to implement, especially in ad-hoc networks where frequency use

is not tightly controlled. Time-division duplexing is also commonly known as

half-duplexing. Examples include wireless LANs (802.11) and Bluetooth [1, 17].

• Frequency-Division Duplexing uses two different carrier frequencies for car-

rying transmissions, as shown in Figure 1.1(b). In this case, Nodes 1 and 2 can

send data to each other at the same time, albeit using two different frequencies.

The use of different frequencies prevents the two signals from interfering with

each other, even though the two transmissions occur at the same time. Many

cell networks use FDD to enable simultaneous uplink and downlink transmis-

sions in the network. Examples of FDD use include GSM and CDMA2000

cellular systems and DSL internet connections [2, 3, 4, 5]. Since FDD uses sep-

arate frequencies for sending and receiving, it uses double the bandwidth used

by TDD for achieving the same physical layer data rate.

Using time-division duplexing exacerbates the inconsistency in the channel views

across nodes. Since only one node among a pair of communicating nodes can trans-

mit at a given time, the wireless channel around the transmitting node may look

occupied, while the wireless channel around the receiving node may look unoccupied.

Such inconsistencies are the root cause of many of the problems with TDD wireless

networks, such as packet losses due to hidden terminal effects.

On the other hand, frequency-division duplexing requires a wireless node to use

twice the frequency bandwidth for sending and receiving signals of a given bandwidth.

In some cases, this is expensive. For example, using FDD in cellular networks requires

a carrier to license paired spectrum, i.e. buy the license for the use of two frequencies

instead of one, to support FDD. In other cases, FDD may simply be infeasible. For

example, 802.11b networks operate in the 70MHz wide 2.4GHz band with a signal

bandwidth of 20MHz. This allows for up to three non-overlapping channels of op-

eration for independent 802.11 networks co-existing in close proximity. With FDD,
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Figure 1.2: Self-interference is the main challenge in implementing single channel
full-duplex wireless.

each 802.11 network would have to use twice the frequency bandwidth, i.e. 40MHz,

thus not allowing more than a single 802.11 network to co-exist without interference

between networks.

One way to mitigate the problem of inconsistent channel views in TDD without

the excess bandwidth required with FDD would be to design a radio that does not use

frequency division or time division for duplexing; a radio that can send and receive

data at the same time using a single carrier frequency. This leads us to the question:

Why are wireless radios not single channel full-duplex?

1.2 Single Channel Full-Duplex and Self-Interference

“It is generally not possible for radios to receive and transmit on the

same frequency band because of the interference that results. Thus, bidi-

rectional systems must separate the uplink and downlink channels into

orthogonal signaling dimensions, typically using time or frequency dimen-

sions.”

- Andrea Goldsmith, “Wireless Communications,” Cambridge Press.

A basic precept of wireless communication is that a radio cannot transmit and

receive on the same frequency at the same time, i.e. operate in a full-duplex fashion.

As wireless signals attenuate quickly over distance, the signal from a local transmitting

antenna is hundreds of thousands of times stronger than transmissions from other

nodes. Figure 1.2 shows an example where Nodes 1 and 2 are trying to send data to

each other simultaneously using the same frequency. Node 1’s own transmission is
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Figure 1.3: With very strong self-interference, the Analog to Digital Converter (ADC)
saturates. The digital samples have little or no information of the intended digital
signal.

much stronger at its receive antenna, compared to the signal it receives from Node

2. With such strong self-interference, the receiver of Node 1 is unable to decode any

signals that Node 2 is trying to send to Node 1.

This example shows that the biggest challenge in designing a single channel full-

duplex wireless radio is eliminating the self-interference signal from the receiver of

the wireless node. In theory, this problem should be easy to solve. For a system

with an antenna each for transmit and receive, since the system knows the transmit

antenna’s signal, it can subtract it from the receive antenna’s signal and decode the

remainder. For example, a typical 802.11 system uses 20dBm transmit power. The

power of the transmit antenna’s signal at a receive antenna placed 6 inches away is

∼-10dBm, while the noise floor is ∼-85dBm. Thus, if a system can remove ∼75dB of

self-interference by cancellation, it can decode the receive antenna’s signal.

The idea of interference cancellation is not new. Wireless researchers have used

interference cancellation techniques to either exploit collisions [40] or recover from

collision losses [32, 34]. Full-duplexing using some cancellation techniques has also
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been explored in the literature. Analog cancellation techniques using noise canceling

chips have been proposed to subtract the self-interference signal (the “noise”) from

the received signal [52]. Digital cancellation, used in CSMA/CN [55], optical net-

works [30], and proposals for full-duplex operation [16], subtracts self-interference in

the digital domain, after receiver has converted the baseband signal to digital samples.

Based on existing work, it should be possible to construct a system that subtracts

self-interference from the received signal to enable full-duplex operation.

Unfortunately, solving this problem in practice is much harder. Strong self-

interference saturates the receive circuitry, specifically the analog to digital converter

(ADC), thus making it impossible for the receiver to decode a packet after removing

the self-interference signal. This precludes implementing a full-duplex system using

only digital cancellation. Figure 1.3 shows how self-interference can saturate a re-

ceiver’s ADC. A typical wireless receiver takes an analog radio frequency signal from

the receive antenna, and converts it to a series of digital samples using the ADC.

These digital samples are used to process data packets. Digital conversion involves

defining quantization levels for discretizing the continuous analog input. The ADC

adapts the quantization levels based on the strongest signal being received to avoid

clipping effects.

As Figure 1.3 shows, when a receiver gets a very strong self-interference signal, the

ADC scales its quantization levels to match the level of the self-interference. Since the

ADC has a finite resolution (typically 8-12 bits,) it has a finite number of quantization

levels. If the intended receive signal is much weaker than the self-interference, the

signal at the receiver after the ADC may contain no information from the intended

signal. In such a case, even if all the self-interference is removed from the received

digital samples, the receiver will not be able to process the intended packet. Similarly,

strong self-interference can also cause saturation in other components of the receiver,

especially, analog amplifiers. To solve the self-interference problem, a receiver has to

at least reduce, if not remove, the self-interference before it causes saturation to any

component in the receive chain.

Digital cancellation cannot be used on its own to cancel self-interference because

of ADC saturation. We need to develop self-interference cancellation techniques for
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analog signals as well. Canceling self-interference using analog signals can remove or

reduce the self-interference signal before the ADC, avoiding saturation. Existing work

has used off-the-shelf noise cancellation chips to implement analog cancellation [52].

This cancellation technique does not work with a fairly high power, wideband wireless

signal, such as that used for 802.11 (WiFi).

Wired networks, such as telephone networks, have used echo-cancellation schemes

for combining voice data going in opposite directions onto a single twisted-pair, effec-

tively establishing a full-duplex channel. Although the wired voice channel is much

more static and narrowband than wireless data channels, echo-cancellation schemes

provide a good reference for techniques to reduce self-interference.

1.3 Contributions

This dissertation proposes and explores single channel wireless full-duplexing as a new

paradigm for designing wireless networks. Specifically, it makes three contributions.

• It presents novel designs and improvements to existing techniques for canceling

self-interference [22, 39]. It also evaluates these techniques through analysis

and implementation using hardware components, and the USRP and WARP

software radio platforms [9, 8].

• It presents the design of a working wireless full-duplex prototype that brings

analog and digital cancellation techniques together and proposes algorithms to

adapt the design to wireless channel changes. The prototype can cancel up to

73dB of self-interference making full-duplex feasible for WiFi like systems [39].

• It explores the larger implications of full-duplexing on network performance.

It also evaluates a subset of these implications with an implementation of a

full-duplex MAC on a 5-node software radio testbed. The full-duplex setup

can achieve a network throughput of 11Mbps vs 7.5Mbps for half-duplex while

significantly improving fairness and can reduce hidden terminal losses by up to

88%.
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1.3.1 Self-interference Cancellation Techniques

The first contribution of this dissertation is to implement and compare many existing

and novel cancellation techniques that can be used to mitigate the self-interference

problem. We identify different analog radio frequency and digital baseband techniques

that have been used in current systems, or can be used for implementing interference

cancellation mechanisms. These techniques provide varying levels of performance

and introduce different constraints on the design of the system, which makes certain

techniques less feasible for current wireless systems. For example, this work shows

that a phase-offset approach, a seemingly simple and elegant way to implement analog

cancellation, restricts the maximum bandwidth of the wireless signal and may not

be useful for systems such as 802.11n. A signal inversion approach, on the other

hand addresses the problems with the phase-offset approach to give much better

cancellation performance, even with very wideband signals.

We use a tightly controlled channel sounder1 to compare the performance of phase-

offset cancellation and signal inversion cancellation, and the limits of the existing

circuitry at the physical layer. We find that well-tuned signal inversion cancella-

tion circuit built from commodity components can cancel over 45dB across a 40MHz

bandwidth.

1.3.2 Adaptive Wireless Full-Duplex Prototype

The second contribution of this dissertation is to combine analog and digital cancella-

tion techniques for improving the overall performance of self-interference cancellation.

Combining an analog signal inversion cancellation technique with a digital cancella-

tion technique designed for OFDM systems allows a full-duplex radio to cancel up to

73dB of self-interference: consequently, full-duplex 802.11n devices are possible with

a separation of 20cms between TX and RX antennas.

Furthermore, this dissertation presents algorithms that can adaptively tune both

cancellation mechanisms to quickly, accurately, and automatically adapt to changes

1These channel sounders are wideband (∼240MHz) radios used for RF profiling, programmed to
generate a single wideband pilot pattern for measuring the channel.
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in the wireless channel. A simple gradient descent over received interference power

is used to adapt the analog cancellation mechanism, while the digital cancellation

scheme uses OFDM based channel estimation to adaptively estimate and cancel the

self-interference in the digital domain. The tuning algorithms are fast, typically

requiring less than one millisecond to retune the cancellation mechanism from scratch.

We also explore the engineering challenges that arise in making full-duplex prac-

tical. While signal inversion can, in theory, provide perfect cancellation, this assumes

that the signal inversion circuit has a flat frequency response: if not flat, the inverted

signal might differ slightly from the transmitted signal. The cancellation perfor-

mance depends on the resolution and range of the devices used and the extent of

non-linearities introduced by those devices. These results indicate possible future

challenges in large scale full-duplex radio production.

1.3.3 Full-Duplexing Networking: A Real-time MAC Imple-

mentation

Although wireless full-duplexing is a physical layer mechanism, its implications go be-

yond physical layer throughput. With new media access control (MAC) layer designs

that support full-duplex, some of the most challenging problems in wireless networks

can be mitigated, including hidden terminals, fairness in wireless LANs, and end-

to-end delay in multihop networks. This dissertation presents ideas from different

wireless domains, including wireless LANs, cellular networks, and multi-hop wireless

networks to show how full-duplexing could be used to improve network performance.

As an attempt to understand some of the gains with full-duplexing, this disserta-

tion presents the design and implementation of a real-time full-duplexing MAC layer.

This design is largely based on a WiFi (802.11) like MAC layer, modified to use

the full-duplexing physical layer. A 5-node testbed evaluation shows that the full-

duplexing MAC can reduce hidden-terminal losses in WiFi networks by up to 88%

and significantly improve the fairness between downstream and upstream flows in

these networks. Full-duplexing in the testbed gives a combined network throughput

of 11Mbps vs 7.5Mbps for half-duplex.
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This dissertation only scratches the surface in looking at some implications that

a full-duplexing physical layer would have on the performance of wireless networks.

Understanding the overall impact of full-duplexing on different wireless networks is a

rich area of future work.

1.4 Outline

This dissertation proposes a design for an adaptive single channel full-duplex wire-

less system. The design is applicable across multiple wireless domains and allows

a rethinking of the way wireless networks are designed today. By properly exploit-

ing the full-duplex capability, many problems with existing wireless networks can be

mitigated. The rest of this dissertation digs deeper into the design and technical

challenges of wireless full-duplexing, and discusses applications of wireless duplexing.

Chapter 2 explores the design space of cancellation schemes applicable for im-

plementing self-interference cancellation. It discusses both analog and digital can-

cellation schemes, and their strengths and limitations. Chapter 3 looks at practical

hardware concerns affecting the implementation of a full-duplex system. Based on

the performance and practical constraints of different cancellation schemes, Chap-

ter 4 describes the design of a full-duplex wireless system. This system combines

an analog and a digital cancellation scheme to get an overall 73dB reduction in self-

interference. This chapter also describes auto-tuning mechanisms for the design to

adapt to changes in the wireless channel. Using the full-duplex physical layer system,

Chapter 5 exemplifies some of the higher layer gains possible using a WiFi like MAC

design modified for full-duplex operation. This real-time MAC implementation shows

full-duplexing mitigating hidden terminal losses and improving fairness in a wireless

LAN based setup. Chapter 6 further discusses other possible applications of full-

duplexing in domains ranging from cellular networks to multi-hop access networks

to secure networks for medical applications. Chapter 7 discusses challenges and di-

rections for future research in making wireless full-duplex transition from a research

prototype to a commercial product.



Chapter 2

Self-Interference Cancellation

Interference cancellation is a well researched topic in both wired and wireless systems.

Wireline systems in telephone networks used echo-cancellation techniques, enabling

voice duplexing on a single twisted pair connection [29]. Since then, cancellation

techniques have been used in commercial systems and in research.

Techniques for interference cancellation in research can be categorized into digital

and analog cancellation techniques. Digital cancellation operates on digital samples.

If a full-duplex radio has a good estimate of the phase and amplitude of its transmitted

signal at the receive antenna, it can generate the digital samples for its transmitted

signal and subtract them from its received samples. Digital cancellation in current

literature shows cancellation performance of up to 20-25dB, which is insufficient for a

full-duplex system [34, 32]. Analog cancellation uses knowledge of the transmission to

cancel self-interference in the RF signal, before it is digitized. One approach to analog

cancellation uses a second transmit chain to create an analog cancellation signal from

a digital estimate of the self-interference [28, 33], canceling ≈33dB of self-interference

over narrow band signals.

Another approach taps the transmit signal to create an interference sample, mod-

ifies it and adds it to the receive signal to cancel interference. Some work suggests

modifying the interference sample using phase-shifting techniques [21, 20], while other

work uses techniques similar to noise-canceling headphones [52]. The self-interference

signal is the “noise” which a circuit subtracts from the received signal. Many active

11
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filter based techniques have also been suggested to cancel adjacent channel interfer-

ence [60, 41]. On similar lines, various feed-forward architectures have been proposed

to estimate and cancel adjacent channel interference using either analog estimation

or analog to digital conversion and digital estimation of the interference [36, 11, 18].

Most such cancellation techniques in literature are targeted towards canceling either a

narrow bandwidth, low power interference signal, or an out-of-band self-interference

signal which may leak some power in the signal being received. This dissertation

targets canceling a strong in-band self-interference signal with bandwidth as high as

40MHz.

Radio designs also often use duplexing circuits, such as circulators, to share the

same antenna for transmit and receive [41, 21, 20, 47, 48]. The design presented in

this dissertation does not preclude the use of duplexers for antenna sharing, these

techniques are complementary. Finally, one design suggests using optical components

for obtaining high bandwidth, high power interference cancellation [58]. While show-

ing promising results, the integration of optical components in production wireless

designs does not seem feasible.

Despite the relatively wide use of cancellation techniques, both for interference

mitigation and for duplexing, single channel full-duplex operation does not exist in

wireless data networks such as WiFi. The challenge in making single channel full-

duplex work comes from two factors: the significant power difference between the self-

interference and the desired receive signal and the variability of the wireless channel,

requiring fast adaptation to a changing channel.

The self-interference can be millions to billions of times stronger (60-90 dB) than a

received signal. For example, a radio with a transmit power of 20dBm and a noise floor

of approximately -90dBm needs to cancel nearly 110dB of self-interference to ensure

that its own transmissions do not disrupt reception. wireless channels also introduce

other complexities such as frequency selective channel response and multipath fading.

These variations can occur within the period of a few packet times, even for static

WiFi networks. Self-interference cancellation schemes have to adapt at the same rate

as the rate of channel changes.
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Figure 2.1: Simplified block diagram of an RF Receiver

This chapter presents three different techniques for analog self-interference cancel-

lation: phase offset cancellation, vector modulation cancellation and signal inversion

cancellation. It also presents the basics of digital cancellation. The chapter compares

the various cancellation techniques through analysis and implementation using hard-

ware components to identify theoretical and practical limits to the performance of the

different techniques. It shows how phase offset cancellation and vector modulation

cancellation are both limited in the signal power and bandwidth that they can handle

and how signal inversion cancellation does not have the same constraints.

2.1 Radio Design

A wireless signal is processed through a series of stages in a wireless receiver and

different cancellation techniques try to remove interference at different stages in the

receive chain. This section provides background on the basics of radio design to

facilitate the explanation of cancellation techniques in later sections.

Figure 2.1 shows the basic design of a modern radio receiver. We walk through

these details because the underlying data representations determine how and when

a full-duplex radio can cancel signals. We use channel 1 of 802.11b as a running

example to ground the concepts in concrete numbers.

A wireless signal occupies a bandwidth, a range of frequencies. 802.11b channels,

for example, are 22MHz wide. Channel 1 of 802.11b is centered at 2.412GHz: it spans

2.401GHz to 2.423GHz. The signal transmitted and received at this frequency range

is called the RF (Radio Frequency) signal. Because digitally sampling a 2.4GHz signal

would require very high speed sampling at the Nyquist frequency of 4.8GHz, radios

downconvert a RF signal to a baseband signal centered around 0Hz. The baseband
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digital cancellation signal, which is subtracted from received digital samples.

signal of 802.11b channel 1 occupies -11 to 11 MHz.

The baseband signal is still an analog waveform, which is then converted to digital

samples for further processing using an analog-to-digital converter (ADC). Downcon-

verting allows the radio to use a much lower speed ADC: the 22MHz baseband signal

needs an analog to digital converter (ADC) operating at or slightly above the Nyquist

rate of 22 MHz. Commodity WiFi cards typically use 8-bit samples, though some

software radios can provide 12 bit resolution.

To transmit a packet, a radio generates digital samples for the desired waveform,

converts them to a baseband signal with a digital to analog converter (DAC) and

upconverts the baseband to RF before transmitting.

Cancellation of self-interference can be implemented at different stages in the

receiver chain. Specifically, cancellation may take place on the analog RF signal,

before digitization of the signal through the ADC; or on digital samples after the ADC.

Accordingly, there are various digital and analog techniques to cancel interference.

The following sections go in some detail describing different cancellation schemes and

their advantages or limitations.
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2.2 Digital Cancellation

Digital cancellation operates on digital samples. If a full-duplex radio has a good

estimate of the phase and amplitude of its transmitted signal at the receive antenna,

it can generate the digital samples for its transmitted signal and subtract them from

its received samples. Figure 2.2 shows the basic digital cancellation operation.

Digital cancellation, while helpful, is insufficient: current systems in the research

literature cancel up to 20-25 dB [34, 32]. The limitation is that ADCs have a limited

dynamic range: since self-interference is extremely strong, an ADC can quantize away

the received signal, making it unrecoverable after digital sampling.

A small experiment shows the inefficacy of using only interference cancellation on

digital samples to implement a full-duplex node. The full-duplex node used for this

test has a receive RF board trying to decode packets from a 802.15.4 transmitter

placed a few meters away. The 802.15.4 node transmits packets at 0dBm power.

The receiver has a perfect link with an SNR of >10dB to the 802.15.4 transmitter.

A second RF board on the full-duplex node continuously transmits packets causing

interference at the receiver. A simple digital cancellation technique is used to try

and cancel the nodes self-interference. Figure 2.3 shows the test setup used for this

experiment.

Figure 2.4 shows the resulting throughput for different transmit powers of the self-

interference signal. Even with digital cancellation, the self-interference signal transmit

power needs to be ∼36dB lower than the transmit power of the intended transmitter
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Figure 2.4: Receive throughput using digital interference cancellation with varying
self-interference signal power. Digital interference cancellation gives an SNR gain of
only about 10dB, while full-duplexing in this setup requires ∼46dB.

for the receiver to receive any intended packets. As a comparison, the figure also

shows that the receiver can receive intended packets, without any digital cancellation,

only if the transmit power of the (self-)interferer is ∼46dB lower than the intended

transmitter. Thus, in this case, digital cancellation gives an SNR gain of 10dB.

For a true full-duplex operation, we want the transmit powers of the intended and

interfering transmitters to be equal. With better digital cancellation techniques, the

36dB gap can be reduced, but eliminating the gap completely with digital cancellation

is unlikely. Current state-of-the-art digital cancellation schemes report up to 25dB

cancellation [34], which would still leave a gap of 21dB between the power of the

self-interferer and the intended transmitter. The gap becomes even more pronounced

with higher power systems like 802.11.

This shows the limitation of using only digital interference cancellation techniques

for achieving full-duplex. A node’s transmit signal completely overwhelms its receive

analog-to-digital converter (ADC) such that the digital samples do not retain any

information of the weaker signal that a node is trying to receive.
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2.3 Analog Cancellation Using Phase Offset

Analog cancellation techniques use knowledge of the transmission to cancel self-

interference in the RF signal, before it is digitized. Analog cancellation can be

implemented using a variety of techniques such as phase offset, vector modulation

or signal inversion.

Phase offset cancellation uses the insight that sending the same signal from two or

more paths results in constructive and destructive interference patterns where those

signals add. For example, if the transmission signal from a node is split among two

paths, both of which cause self-interference at the receiver, the second path can be

offset from the first by an odd multiple of half the carrier wavelength. This causes

the two signals to add destructively at the receiver, thus significantly reducing self-

interference.

One way to implement phase offset cancellation is using multiple antennas with

controlled placement for achieving the correct phase offset. We call this implementa-

tion antenna cancellation. We explore antenna cancellation in some depth to better

understand the performance and limitations of phase-offset cancellation schemes

2.3.1 Antenna Cancellation Overview

Figure 2.5 shows a basic implementation of antenna cancellation. The transmission

signal from a node is split across two transmit antennas. A separate receive antenna

is placed such that its distance from the two transmit antennas differs by an odd

multiple of half the wavelength of the center frequency of transmission.

For example, if the wavelength of transmission is λ, and the distance of the receive

antenna is d from one transmit antenna, then the other transmit antenna is placed at

d+λ/2 away from the receive antenna. This causes the signal from the two transmit

antennas to add destructively, causing significant attenuation of the signal at the

receive antenna.

Destructive interference is most effective when the signal amplitudes at the re-

ceiver from the two transmit antennas match. The input signal to the closer transmit

antenna is attenuated to get the received amplitude to match the signal from the
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Figure 2.5: Basic block diagram showing phase offset cancellation implemented using
antenna cancellation. Cancellation is achieved through the destructive addition of
the signals coming from two transmit antennas at the receive antenna.

second transmit antenna, thus achieving better cancellation. A general implemen-

tation could use differently placed or more than three antennas to achieve better

cancellation.

With the antenna cancellation scheme presented, antennas are optimally placed

only for line-of-sight (LOS) components between the two transmit and one receive

antennas. If such a node is placed in a corner, for example, the reflected signals from

the transmit antennas will not necessarily cancel. While this puts a limitation on

the performance of the antenna cancellation, signal strength of the reflected signals

is typically much weaker than LOS due to longer signal path and attenuation when

reflected. It is possible to bring this signal into the dynamic range of the ADC by

using RF interference cancellation after the antenna cancellation stage.

2.3.2 Performance of Antenna Cancellation

In an ideal antenna cancellation scenario, the amplitudes from the two transmit an-

tennas would be perfectly matched at the receiver and the phase of the two signals
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Figure 2.6: Effect of bandwidth on antenna cancellation accuracy. Even with perfect
placement for the center frequency at distance d from antenna TX 1, there is a
placement error for frequencies fc −B and fc +B.

would differ by exactly π. However, we find that the bandwidth of the transmit-

ted signal places a fundamental bound on the performance of antenna cancellation.

Furthermore, real world systems are prone to engineering errors which limit system

performance. The sensitivity of the antenna cancellation to amplitude mismatch at

the receive antenna and to the error in receive antenna placement is an important

consideration.

To analyze the reduction in interference using antenna cancellation, we look at

the self-interference signal power at the receive antenna after antenna cancellation.

The received self-interference power is derived in Appendix A.1 as:

2Aant
(
Aant + εAant

)
|x[t]|2

(
1− cos

(
2πεdant
λ

))
+
(
εAant
)2 |x[t]|2

where Aant is the amplitude of the baseband signal, x[t], at the receive antenna

received from a single transmit antenna. εAant is the amplitude difference between the

received signals from the two transmit antennas at the receive antenna. εdant represents

the error in receiver antenna placement compared to the ideal case where the signals

from the two antennas arrive π out of phase of each other. This equation lets us

evaluate the sensitivity of antenna cancellation to receive antenna placement, change
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of transmit frequency, and amplitude matching at the receive antenna.

εdant also captures the effect of bandwidth on antenna cancellation. Consider a

5MHz signal centered at 2.48GHz. The signal has frequency components between

2.4775GHz and 2.4825GHz. If the receive antenna is placed perfectly for the center

frequency, there is a small error in placement for the other frequencies within that

bandwidth as Figure 2.6 shows. The “half-wavelength” offset required is different for

different frequencies within the bandwidth.

We can map the difference in wavelength to the error in receiver placement. For

example, a δ difference in wavelength is similar to a δ/4 error in receiver placement.

Thus, εdant for 2.4775GHz in this case would be ∼ 1
4

(
c

2.4775∗106 − c
2.48∗106

)
, where c is the

speed of light. This gives εdant ∼ 0.025mm, corresponding to 60.7dB antenna cancella-

tion for the 2.48GHz center frequency. Thus, 60.7dB is the best antenna cancellation

performance possible for a 5MHz signal in the 2.4GHz band using the three-antenna

scheme described in this section. Similarly, using 20MHz and 85MHz bandwidths

gives best case reduction of 46.9dB and 34.3dB respectively. The constraint on band-

width for a given cancellation using antenna cancellation, or any other phase-offset

technique, is a fundamental one. Thus, with antenna cancellation it would be impos-

sible to implement full-duplexing for very wideband systems.

As can be seen from the effect of bandwidth, antenna cancellation does not provide

a frequency flat channel at the receiver even if there is perfect amplitude matching.

This distortion in the received signal can be a problem for the decoder of the received

signal. It can also complicate the incorporation of other cancellation schemes after

antenna cancellation.

Any error in receive antenna placement adds to εdant. To see the effect of receive

antenna placement error, suppose the receive antenna is 1mm off from the optimal

position, i.e. εdant = 1mm. With perfect amplitude matching and with a λ of 12.1cm

(for a center frequency of 2.48GHz), we see a 28.7dB reduction in power compared to

no antenna cancellation. Figure 2.7(a) shows the theoretical performance of antenna

cancellation with error in receiver placement, for different bandwidths.

Figure 2.7(b) shows the theoretical performance of antenna cancellation with error

in amplitude matching, assuming perfect center frequency receiver placement, for
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(a) RX power with distance mismatch (b) RX power with amplitude mismatch

Figure 2.7: Performance of antenna cancellation with distance and amplitude mis-
match for signals with different bandwidth. A 1mm mismatch can restrict the receive
power reduction to ∼29dB. An amplitude mismatch of 10%, corresponding to 1dB
variation, can restrict the receive power reduction to ∼20dB.

different bandwidths. For example, say the amplitude of one signal is 10% higher

than the other, i.e. εAant = 0.1 ∗Aant. In this case, the powers of the two signals differ

by ∼ 1dB. With this εAant, the reduction in received power due to antenna cancellation

is 23dB, if we ignore the effect of bandwidth. For a 5MHz bandwidth, the same εAant

gives a 22.994dB reduction. Thus, a small amplitude mismatch tends to dominate

the performance restrictions on antenna cancellation.

2.3.3 Antenna Cancellation in Practice

Figure 2.8 shows the effect of antenna cancellation with transmitter TX1 attenuated

by 6dB compared to TX2. Experiments show that the received power from the two

TX antennas differs by about 5.1dB when the receiver is placed at the null point.

Thus, this setup has an amplitude mismatch of ∼1dB causing the cancellation to be

restricted to ∼20dB as shown in the previous analysis. The above analysis did not

consider the multipath effect. However, results from the measurements show that the

multipath effect is not a dominant component in this experimental setup.
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Figure 2.8: Received SNR for different receive antenna placements. The received SNR
is fairly monotonic with distance when any one transmit antenna is active. With both
transmit antennas active, there is a sharp reduction in receive power at the null point.

2.3.4 Effect of Antenna Cancellation on Intended Receivers

While antenna cancellation can reduce self-interference from a node’s own transmitter,

an important question is how this affects the received signal at nodes other than the

transmitter. Another question is how does introducing the phase offset on air compare

to having the phase offset introduced in the wires leading to the two transmit antennas

by differing the two transmit antenna wire lengths by λ/2. Unlike the on-air phase

offset, the wired phase offset approach does not require an attenuator and gives a null

point exactly at the center of the two transmit antennas.

The contour map in Figure 2.9(a) shows received power at different points in space

with both transmit antennas transmitting a single frequency tone at the same power

with a phase difference of π using a simple simulation with a freespace propagation

model. Each contour line corresponds to a specific received power. Figure 2.9(b)

shows the received signal strength with different transmit powers from the transmit

antennas such that amplitudes match at the null point without any phase shift in

antenna signals. The null points achieved in the two cases are at different locations,

but both schemes are equally good in terms of signal reduction at the null point.
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(a) Equal powers (b) Different powers

(c) Equal powers (d) Different powers

(e) Single transmitter

Figure 2.9: Freespace signal strength profiles for equal transmit powers and different
transmit powers on two transmit antennas. This simulation uses a pathloss exponent
of 2. Figures (a) and (b) correspond to a short-range study. When transmit powers are
equal, the minimum received signal is in the middle and when the transmit powers are
different, the minimum is closer to the lower transmit power antenna. Figures (c), (d)
and (e) correspond to a long-range study. When transmit powers are equal, receivers
equidistant from the transmit antenna pair can see huge differences in the received
signal strength. When transmit powers are different, however, such differences are
much smaller.
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The difference between these two cases becomes clearer by looking at the received

signal at larger distances. Figure 2.9(e) shows the received signal strength profile,

over space, for a single transmit antenna over a distance of 30m from the transmitter.

This is the baseline for comparison of the two schemes with antenna cancellation. Fig-

ure 2.9(c) shows the contours over larger distances for the same setup as Figure 2.9(a).

It is apparent that even in normal communication range, there are locations with very

low received power due to the destructive interference.

Figure 2.9(d) shows the contours of received power when one transmit signal is

attenuated by 6dB compared to the other and there is no phase shift between the two

transmitted signals. The effect of destructive interference is much lower in this case.

With two transmit antennas, the signals from the two antennas get added con-

structively or destructively at the receiver. At distances much larger than the spacing

between the transmit antennas, the signals from both antennas undergo almost equal

attenuation. With equal receive power from both antennas, a perfectly destructive

combining of the two signals causes the received signal to be zero power. In case of

unequal transmit powers, the received power at these distances is different from the

two transmit antennas. Even when the signals combine perfectly out of phase, the

resulting signal is not zero power. Comparing with the single antenna case, using the

antenna cancellation scheme leads to a maximum degradation of 6dB at any receiver

location. In a real network setting, diversity gains due to two transmit antennas may

offset this degradation.

Antenna cancellation can give significant reduction in self-interference, which

shows the promise of using the phase-offset cancellation scheme. That said, the

bandwidth constraint in phase-offset cancellation shows that this type of cancellation

can only be effective when used for very narrowband (<5MHz) signals, while many

current wireless systems are going towards larger bandwidths. Further, the destruc-

tive interference used in antenna cancellation may also adversely affect receptions at

intended receivers, though this effect may be less pronounced in an indoor setting.
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Figure 2.10: Basic block diagram of a linear vector modulator. Any scaling and phase
shift can be applied to the input signal by appropriately adjusting the in-phase (I)
and quadrature (Q) gains. The 90◦ shift is typically implemented by delaying the
signal by a quarter wavelength (λ/4 delay).

2.3.5 Phase-offset Cancellation in Other Forms

Phase-offset cancellation can also be implemented using specialized hardware such

as hybrid rings [61]. Hybrid rings are 4-port devices which provide coupling and

isolation between its ports by exploiting constructive and destructive interference

between two paths (clockwise and counterclockwise) taken by all waves entering any

port. This allows implementation of a single antenna full-duplex solution with hybrid

rings. Explaining the operation of the hybrid ring is beyond the scope of this work,

but it suffices to say that hybrid rings also suffer from the same bandwidth limitation

as antenna cancellation due to their wavelength specific design.

2.4 Analog Cancellation using Vector Modulation

A vector modulation allows a modulator to control the angle and amplitude of an

input signal. A vector modulator can scale and rotate an input signal by a desired

value. Figure 2.10 shows the basic block diagram of a vector modulator. An input

signal is split into in-phase (I) and quadrature phase (Q) components, with the Q
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Figure 2.11: Block diagram of the QHx220 chip using vector modulation for removing
interference from RF signals. The chip can be used to self-interference cancellation for
full-duplexing by feeding a sample of the transmit signal as the interference sample.

component 90◦ out of phase of the I component. The I and Q components are indi-

vidually scaled using variable amplifiers, and then combined to achieve any angular

and scaling shift in the input signal. The 90◦ phase shift is typically implemented by

delaying the input signal by a quarter wavelength (λ/4 delay).

Some existing noise cancellation chips, such as the QHx220, use vector modulation

to create a cancellation signal for removing interference or noise from a received sig-

nal [51]. Figure 2.11 shows a block diagram of the QHx220 chip. The chip operates on

the RF signal and takes two inputs, an input signal and an interference sample. The

input signal typically contains a desired signal with some form of ambient interfer-

ence. The interference sample input tries to independently measure only the ambient

interference. The QHx220 chip feeds the interference sample as an input to a vector

modulator to adjust the phase and gain of the sample, creating a cancellation signal

that can remove the ambient interference from the input signal. It then outputs the

sum of the input and the cancellation signal.

As Figure 2.11 shows, the QHx220 chip can be used to implement self-interference

cancellation. The transmit signal is sampled through an RF signal splitter and fed to
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the interference sample input. The signal at the receive antenna is fed to the signal

input of the chip. The I and Q gains are adjusted to reflect the on-air attenuation

and phase change of the transmit signal, creating a cancellation signal that matches

the self-interference at the receive antenna.

Cancellation based on vector modulation is limited by the frequency dependence

of the λ/4 delay. The quadrature component has a fixed delay with respect to the

in-phase component. For a single frequency, this approach can correctly emulate a

90◦ phase shift. However, for signals with bandwidth, the fixed delay only matches a

λ/4 delay for one frequency. Thus, this technique suffers from a similar bandwidth

constraint as antenna cancellation. Prior work also discusses the limitation of the

cancellation model used by QHx220 [42]. Based on expressions derived in this work,

we can estimate the best cancellation achievable with vector modulation to be ≈28dB

for a 100MHz signal and ≈36dB for a 40MHz signal.

The performance of cancellation using QHx220 also depends on the linearity of

the active amplifiers used in the vector modulator. Just as saturation of the receive

amplifiers makes cancellation less effective when it is implemented purely in the digital

samples, saturation in the vector modulator amplifiers can also limit self-interference

cancellation performance. This effect is explored in more detail in Section 3.2.

2.5 Analog Cancellation using Signal Inversion

The motivation of using signal inversion for self-interference cancellation comes from

a simple observation: any radio that creates a cancellation signal through adjusting

phase will always encounter a bandwidth constraint that bounds its maximum cancel-

lation. This limits the performance of both phase offset cancellation and cancellation

using vector modulation. To cancel beyond this bound, a radio needs to obtain the

perfect inverse of a signal, that is, a signal which is the perfect negative of the trans-

mitted signal at all instants. Combining this inverse with the transmitted signal can,

in theory, completely cancel self-interference.

All a radio needs is to invert a signal without adjusting its phase. Luckily, there

is a component that does exactly that: a balanced/unbalanced (balun) transformer.
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Figure 2.12: Block diagram of self-interference cancellation using signal inversion.
The inverse of the self-interference signal is generated using a Balun. An adjustable
attenuator and delay is needed to compensate for on-air delay and attenuation.

Baluns are a common component in RF, audio and video circuits for converting back

and forth between single-ended signals – single-wire signals with a common ground –

and differential signals – two-wire signals with opposite polarity. For example, con-

verting a single-ended signal on a co-axial cable to a differential signal for transmission

on a twisted pair cable (such as Ethernet), or vice-versa, uses a balun to take the

signal as input and output the signal and its inverse.

Baluns can be used to obtain the inverse of a self-interference signal and the

inverted signal can then be used to cancel the interference. Figure 2.12 shows a 2-

antenna design that uses a balun to cancel self-interference. The transmit antenna

transmits the positive signal. The negative signal goes over wire to generate an

interference cancellation signal. A passive variable delay and attenuator is used to

match the cancellation signal to the self-interference at the receive antenna. The

receiver then combines the received signal with the cancellation signal to significantly

reduce the residual self-interference.

This technique ideally uses high precision passive components to realize the vari-

able attenuation and delay in the cancellation path. While signal inversion cancella-

tion can theoretically cancel perfectly, there are practical limitations. For example,
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(b) Phase offset based cancellation test setup

Figure 2.13: Wired setup to measure the cancellation performance of signal inversion
vs phase offset. The phase offset experiment uses an RF splitter instead of a balun
to split the signal.

the transmitted signal on the air experiences attenuation and delay. To obtain per-

fect cancellation the radio must apply identical attenuation and delay to the inverted

signal before combining it, which may be hard to achieve in practice. Moreover, the

balun may have engineering imperfections, such as leakage or a non-flat frequency

response.

2.5.1 Canceling Larger Bandwidths with Signal Inversion

Generating a cancellation signal using signal inversion and passive components does

not have any theoretical constraints on the maximum cancellation achievable for a
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Figure 2.14: Cancellation of the self-interference signal with the balun vs with phase
offset. The received signal is -49dBm without any cancellation. Using a balun gives
a flatter cancellation response.

signal with a given bandwidth or given power level. With this technique, we should

be able to cancel signals with wider bandwidths much better than if the cancellation

signal was generated using phase offset.

To understand the practical benefits and limitations of inverting a signal with a

balun, compared to using phase offset for generating a cancellation signal, we conduct

a tightly controlled RF experiment. Figure 2.13 shows the two experimental setups.

We program a signal generator to generate a wideband 240MHz chirp with a center

frequency of 2.45GHz. This signal goes over two wires. The first wire is an ideal self-

interference path and has a 20dB attenuator representing the over-the-air loss from

the transmit to the receive antenna. The second wire goes through a cancellation

path, consisting of a variable attenuator and variable delay element that can be

controlled to modify the cancellation path signal to match the self-interference. The

combination of the two signals feeds into a signal receiver. The variable delay line

and attenuator in this experiment are manually tunable passive devices which allow

for a high degree of precision in tuning.

We implement phase offset cancellation using an RF splitter to split the transmit

signal into the self-interference and cancellation signals; and by making the cancel-

lation path one half of a wavelength longer than the self-interference path. An RF



2.5. ANALOG CANCELLATION USING SIGNAL INVERSION 31

0 20 40 60 80 100 120
20

30

40

50

60

Bandwidth in Mhz

C
an

ce
lla

ti
o

n
 (

d
B

)

0 20 40 60 80 100 120
20

30

40

50

60

Phase Offset

Balun

Figure 2.15: Cancellation performance with increasing signal bandwidth when using
the balun method vs using phase offset cancellation.

combiner adds the two signals on the received side to measure the canceled signal.

The balun setup, on the other hand, uses a balun to split the transmit signal, and uses

wires of the same length for the self-interference and cancellation paths. In both cases,

the passive delay line and attenuator provide fine-grained control to match phase and

amplitude for the interference and cancellation paths to maximize cancellation.

Figure 2.14 compares the frequency response of the residual self-interference at

the receiver using signal inversion with a balun versus using phase-offset cancellation.

Using a phase-offset signal cancels well over a narrow bandwidth, but is very limited

in canceling wideband signals. Phase offset cancellation can cancel 50dB for a 5MHz

signal, but only provide 25dB of cancellation for a 100MHz signal. In comparison,

signal inversion through the balun provides a good degree of cancellation over a much

wider bandwidth. For example, balun based cancellation would provide 52dB of

cancellation for a 5MHz signal and 40dB of cancellation for a 100MHz signal.

Balun cancellation is not perfect across the entire band. The key reason is that the

balun circuit is not frequency flat, i.e., different parts of the band are inverted with

different amplitudes. Consequently applying a single attenuation and delay factor to

the inverted signal will not cancel the transmitted signal perfectly: this is a simple

instance of real-world engineering tolerances limiting theory. Based on Figure 2.14,

we can obtain the best possible cancellation with balun and phase-offset cancellation
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Figure 2.16: A telephone instrument uses a hybrid coil to duplex its speech transmis-
sion and reception on a single twisted pair connection to the central office.

for a given signal bandwidth. Figure 2.15 shows the best cancellation achieved using

each method for signals of varying bandwidths.

2.5.2 Signal Inversion Cancellation in Telephones: Hybrid

Coils

The idea of using transformers to create the inverse of a signal, thereby canceling the

self-interference, has been used in telephone lines since the 1960s [29]. Telephone lines

operate using a twisted wire pair to connect a telephone with the central switching

station. The single twisted pair carries both the speech signal from the mic of the

telephone to the central office switch and the speech signal from the central office

to the earpiece of the telephone. Since the same twisted pair wire carries speech

data in both directions, the telephone instrument needs to cancel or isolate its speech

transmission at its mic from the speech reception at its earpiece, a problem identical

to the wireless full-duplex problem in concept. Telephone instruments use transformer

structures called hybrid coils that allow this full-duplexing operation.

Figure 2.16 shows the connection of a phone to the twisted pair going to the

central office switch through a hybrid coil. The splitting of the transmit signal across

two branches in the primary coil of the transformer creates opposing fields on the

secondary, which cancel out isolating the receiver (earpiece) from the transmitter



2.6. SUMMARY 33

(mic). The wired self-interference channel between the mic and the earpiece is fairly

static: a well tuned hybrid coil can give sufficient self-interference cancellation in this

scenario, without requiring adjustments. In contrast, the self-interference channel

in wireless devices tends to be much more dynamic, requiring tuning components in

the cancellation path to adjust to channel changes. The self-interference cancellation

design presented in this dissertation uses real-time tuning algorithms to adapt quickly

to such changes.

2.6 Summary

This chapter explored the design space of cancellation techniques for removing self-

interference from an RF signal. It outlined four main methods of self-interference

cancellation:

• Digital Cancellation

• Analog Cancellation using Phase-Offset

• Analog Cancellation using Vector Modulation

• Analog Cancellation using Signal Inversion

Further, this chapter presented some performance results to compare the different

cancellation mechanisms and discuss their relative merits and constraints. Digital

cancellation is effective in capturing many channel effects including multipath, but

is constrained by the fact that the self-interference may saturate some of the receive

circuitry, making cancellation less effective. Both phase-offset and vector modulation

cancellation can present a bandwidth constraint on the maximum bandwidth signal

that can be canceled based on the amount of cancellation required. Vector modulation

typically also needs to use active components, which are susceptible to saturation.

Signal inversion solves the bandwidth concern in theory, but its performance is still

limited by the accuracy and the flatness of frequency response of the passive compo-

nents used. None of the analog cancellation techniques presented here can cancel all

the self-interference if any multipath components exist, thus emphasizing the impor-

tance of digital cancellation.



Chapter 3

Hardware Concerns

Chapter 2 discussed the basic techniques used for cancellation of interference, in-

cluding self-interference. The chapter also looked in detail into the theoretical and

practical performance limits of cancellation techniques. This chapter discusses how

hardware constraints affect the performance of cancellation techniques.

Interference cancellation poses two hardware challenges. The first challenge comes

from the requirements of range and resolution of parameter values for any interfer-

ence cancellation mechanism. The second challenge is preventing saturation in the

cancellation circuitry from the high powered self-interference signal.

3.1 Resolution and Range of Components

Each type of cancellation typically involves setting some parameters in the cancella-

tion mechanism. In case of signal inversion cancellation as described in Section 2.5,

the parameters are the delay and attenuation values of the passive components used

in the cancellation path. Similarly, in case of phase-offset cancellation implemented

using the antenna cancellation mechanism, the parameters include the exact location

of the receive antenna and the value of the attenuator placed in one of the transmit

antenna paths. For making any cancellation scheme practical, the hardware imple-

mentation should provide flexibility in setting the parameters associated with the

specific cancellation mechanism.

34
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The range and resolution for setting cancellation parameters is an important and

challenging requirement for hardware used to implement cancellation. We use the

example of signal inversion cancellation to illustrate this point.

3.1.1 Resolution

The adjustable parameters for signal inversion cancellation are the values of the delay

line and of the attenuation in the cancellation signal path. Ideally, the two values have

to exactly match the delay and attenuation of the over-the-air interference signal. A

minimum resolution in the hardware means that we cannot always exactly match the

delay and attenuation, but rather achieve the closest values possible with the given

hardware. This introduces small errors in matching the delay and attenuation of the

cancellation signal, resulting in imperfect cancellation. The analysis of cancellation

with these errors follows very easily from the analysis of cancellation using antenna

cancellation with imperfect antenna placement or amplitude matching discussed in

Section 2.3.2.

In signal inversion cancellation, if the hardware used has a minimum attenuation

resolution of attres in dB, the error in amplitude of the cancellation signal can be

up to 10attres/2∗1/20 = 10attres/40 times the amplitude of the self-interference signal in

linear scale. Similarly, if the resolution of the delay element is delres, the maximum

error in delay matching would be delres/2. Given these errors, the self-interference

power at the receiver after cancellation would be:

A2
si|x[t]|2

(
1 +

(
10attres/40

)2 − 2 ∗
(
10attres/40

)
∗ cos (2πfcdelres/2)

)
,

where Asi is the amplitude of the baseband self-interference, x[t], at the receive

antenna.

Based on this equation, we can evaluate the sensitivity of cancellation perfor-

mance to the resolution of delay and attenuation. Figure 3.1 shows the best possible

cancellation for hardware with different resolution. The plot uses four different res-

olutions for the variable attenuator, 0.0dB, 0.01dB, 0.1dB and 1dB, and shows the

cancellation performance in each case for varying resolution of the delay line. It is
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Figure 3.1: Effect of hardware resolution on cancellation performance. The four plots
correspond to different resolutions of the variable attenuator and show the amount
of cancellation for each with varying resolution of the delay line. Good resolution is
needed in both attenuation and delay for achieving good cancellation performance.

interesting to note that for different combinations of hardware resolution, the reso-

lution of one parameter may restrict the overall cancellation performance, such that

there is little use in improving the resolution of the other parameter. For example, if

the attenuator has a resolution of 0.1dB we get a cancellation performance of about

40dB for a delay line resolution of 1ps. Improving the delay line resolution to 0.5ps in

this case only marginally improves cancellation performance to 42dB. On the other

hand, if the same resolution improvement was possible for the delay line, with the at-

tenuator having a resolution of 0.01dB, the performance would improve significantly

from 42dB to 49dB. Resolution improvements in attenuation and delay lines should

go hand-in-hand to get the maximum benefit out of those improvements. Recent

work in developing new structures for implementing on-chip variable delay lines and

attenuators provide promising results [46, 19, 23, 62, 38, 26].

In our experience, a resolution of 0.1dB attenuation and 0.3 picosecond delay

can feasibly be achieved in today’s hardware, thus giving a maximum cancellation of

∼45dB. The same absolute resolution in delay gives different performance for different

carrier frequencies. Higher carrier frequencies require finer delay line resolution for

getting the same cancellation performance, and vice-versa.
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3.1.2 Range

Range of hardware is another concern for implementing cancellation schemes. This

is especially true for applications that require the design to fit in a small area on a

circuit board, or even within a chip. As an example, a delay line that can incorporate

a whole wavelength’s delay would have to be as much as 12cm long for the 2.4GHz

band. Such lengths are not achievable on a chip and are hard to put in a small area

on a circuit board. One option is to implement larger delays using variable capacitor

elements, which can now be put on chips.

Another option is to carefully engineer the duplex system and operate it in an

environment where the delay variation is not significant. In this case, we do not need

the variable delay to cover a whole wavelength’s delay, rather it needs to cover a small

fraction of the wavelength. Our experimental setup works well with a delay line that

covers about a 15th of a wavelength for the 2.4GHz band. The same may not be true

for practical systems that are subject to many extreme changes in the self-interference

channel, thus requiring a wider delay adjustment range.

The attenuation of the self-interference signal tends to be less fickle than delay;

achieving a reasonable range in the variable attenuator is easier than achieving enough

range in the delay line. Typical variable attenuators can accommodate up to 8 bits

of range with a resolution of 0.1dB, thus giving an attenuation range of 0 to 25dB.

Depending on the average over-the-air loss of the self-interference signal, the can-

cellation signal may be attenuated by a fixed amount before passing it through the

variable attenuator.

For example, if the over-the-air attenuation varies between 15dB and 25dB, which

is a fairly typical range, we can attach a 15dB fixed attenuator in the cancellation

path before passing the signal through the variable attenuator. This would give a

cancellation signal attenuation range from 15-40dB, covering the range of attenuation

for the self-interference signal.
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3.2 Non-linearity in Hardware

Typical digital systems are designed assuming that the digital signal from the trans-

mitter undergoes only linear transformations in reaching the digital receiver. In a

non-linear system, different frequencies are not independent, i.e. a non-zero value on

one frequency at the input of the system causes a non-zero value at the output of

the system on several frequencies. This breaks the operating assumption for both

the frequency based channel estimation and frequency based signaling used by mod-

ern OFDM systems. Typical radio systems have non-linearities, but they are weak

enough such that they can be treated as noise.

The main causes of non-linearities are responses of transmitter amplifiers and

saturation in receiver circuits. Saturation in receiver circuits leads to effects like

clipping which can severely distort the received signal’s frequency response. Wireless

receivers use an Automatic Gain Control (AGC) circuit to prevent clipping, while

maintaining a reasonable dynamic range at the same time. That said, if the input

signal is very strong, even the AGC may not be able to prevent clipping.

The main source of non-linearities in both the transmitter and receiver circuits

tend to be the portions with active components like amplifiers, and transistor based

filters. Passive components have a higher dynamic range and can handle much higher

input powers before giving a non-linear response. Implementing certain analog cancel-

lation schemes can also introduce non-linearities in the signal response. For example,

using cancellation with vector modulation, as shown in Section 2.4, could involve us-

ing a QHx220 noise cancellation chip, that uses active amplifiers for setting gains for

both I and Q signal components. The high power associated with the self-interference

and cancellation signals causes the amplifiers in QHx220 to saturate thus giving a very

non-linear output.

Non-linearities also complicate digital cancellation. As mentioned in Section 2.2,

digital cancellation involves creating a channel model and passing digital samples

through that model to create a cancellation signal that is subtracted from the received

samples. Typically, this channel model is created assuming a linear channel. But

strong non-linearities violate this assumption and stop digital cancellation from being
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Figure 3.2: Performance of cancellation using the active QHx220 chip with increas-
ing received power. The QHx220 limits the cancellation to 30 dB at lower powers,
and 20 dB at higher powers indicating the effect of saturation and non-linearity on
cancellation performance.
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Figure 3.3: Real part of digital channel estimates with signal inversion cancellation us-
ing passive components and vector modulation cancellation using the active QHx220
chip. The active components in the QHx220 chip introduce non-linearities leading to
invalid estimation.

effective.

An experiment shows the effect of non-linearities caused by QHx220. The exper-

imental setup combines vector modulation cancellation using QHx220 described in

Section 2.4 with a digital cancellation scheme. The digital cancellation scheme mod-

els the self-interference channel as a linear time-invariant system. If there are strong

non-linearities in the channel, they would lead to inaccurate channel estimates and

digital cancellation performance would suffer.

Figure 3.2 shows the cancellation achieved with the combination of vector modula-

tion cancellation and digital cancellation as the transmit power of the self-interfering
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signal varies. At an input power of -60 dBm, the circuit can cancel approximately

30 dB. As input power increases, however, cancellation deteriorates due to saturation

in QHx220’s active components. QHx220 cannot handle a high input power, and

beyond a threshold clips and introduces non-linearities. These non-linearities reduce

the efficacy of digital cancellation.

Figure 3.3(a) and 3.3(b) show the issues the non-linearities introduce in greater

detail. They show the channel impulse response estimate after cancellation using

signal inversion with passive components as described in Section 2.5 compared to the

impulse response for vector modulation cancellation using QHx220 which contains

active components. When using passive circuits, the channel estimate contains only

a few strong taps with small delays. However, with the active QHx220 circuit, the

channel estimate has a non-trivial value until the 64th tap, which represents a 1 km

long strong multipath component. Such multipath cannot exist: it is an outcome of

linear estimation of a non-linear channel.

Maintaining good linearity of response while implementing analog cancellation

schemes is an important consideration both for implementing digital cancellation on

top of analog cancellation and ensuring good performance of the digital receiver since

OFDM receivers require a linear channel response to properly decode a received signal.

3.3 Summary

Although different cancellation schemes have different benefits and drawbacks from

a conceptual point of view, as discussed in Chapter 2, their are many practical con-

cerns that also come into play when trying to design a feasible full-duplex system.

This chapter discussed some of the hardware considerations for implementing these

systems. The resolution of the devices used for implementing the cancellation scheme

dictates how much cancellation can possibly be achieved with a given system. The

total range of those devices restricts the magnitude of changes in the wireless envi-

ronment that the design can accommodate. Finally, linearity of the devices used for

cancellation is important for the digital processing that takes place on the received

signal.



Chapter 4

Full-Duplex Radio Design

Chapters 2 and 3 discussed conceptual and practical constraints in implementing can-

cellation techniques for designing a wireless full-duplex system. This chapter details

the design of a practical, real-time full-duplex wireless radio based on the principles

discussed in the previous chapters. It starts by outlining some of the requirements

for the system based on static IEEE 802.11 (Wi-Fi) like networks. Cellular and mo-

bile networks pose more stringent requirements, some of which are discussed later in

Section 7.3.

Requirements of the design

• High Bandwidth: Data networks are increasingly using higher bandwidths. The

current WiFi standard uses 20MHz or 40MHz signals, and other technologies,

such as whitespace networking may use even higher bandwidths [12, 13]. Cur-

rent full-duplexing implementations in research [28, 52] and in industry [29]

focus on narrowband signals and may not be directly applicable to wider band-

width data signals. The first requirement of the design is that it should work

for fairly wide bandwidth signals, at least up to 40MHz.

• Adaptive: Full-duplexing has been used in wired networks for some time. One

such example is use of hybrid coils in telephone networks [29]. Wired networks

tend to have fairly stable characteristics, thus not requiring constant retuning

of the cancellation mechanism. The wireless channel, on the other hand, is

41
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constantly changing. Since cancellation mechanisms require very fine tuning to

perform well, the design has to adapt to channel changes. The second require-

ment is that the design adapt cancellation settings to changes in the wireless

channel.

• Relatively High Power: For full-duplexing to work well, the cancellation tech-

niques need to cancel enough self-interference to bring it close to the noise floor

of the receiver. As the transmit power increases, so does the self-interference.

Existing methods of full-duplexing can achieve reasonable performance for ap-

plications with very low power signals, requiring 30dB cancellation of self-

interference. With WiFi like devices, the self-interference is much stronger,

requiring 75dB cancellation of self-interference. The third requirement is that

the design should achieve 75dB cancellation of self-interference to work with

relatively high transmission powers.

4.1 Design Overview

The requirements posed for the full-duplex system guide the design decisions for the

system. The system uses a combination of analog and digital cancellation techniques

to meet the 75dB cancellation requirement. The analog cancellation technique used

is signal inversion since it does not have any inherent bandwidth constraint, and does

not use active components that may get saturated with higher self-interference power.

Figure 4.1 shows the block diagram of the adaptive full-duplex design combin-

ing signal inversion based analog cancellation and digital cancellation. As shown in

Section 2.5, an industry-grade balun in an analog cancellation circuit can cancel up

to 45dB of a 40MHz signal. But this cancellation only handles the dominant self-

interference component between the receive and transmit antennas. A node’s self-

interference may have other multipath components, which, although much weaker

than the dominant one, are strong enough to interfere with reception. Furthermore,

the balun circuit may distort the cancellation signal slightly, such that it introduces
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Figure 4.1: Block diagram of full-duplex system. The ideal cancellation setup uses
passive, high precision components for attenuation and delay adjustment.

some interference leakage. Digital cancellation can create a channel model that can-

cels multipath components. The 45dB cancellation from signal inversion reduces the

self-interference level such that the received digital samples aren’t saturated, thus

making digital cancellation feasible.

The digital cancellation portion of the design uses a finite impulse response (FIR)

filter to store a model of the self-interference channel after analog cancellation. Trans-

mit digital samples are passed through the FIR filter to create digital cancellation

samples which are subtracted from the received samples to further clean interference

from the received signal.

This system achieves both the high power and the wide bandwidth requirements.

Now we are left with coming up with a mechanism for making the cancellation setup

adapt to changes in the wireless channel. Section 4.2 explains how the analog cancel-

lation mechanism can be made adaptive using RSSI as a minimization objective for

a control system. Section 4.3 describes an adaptive digital cancellation design for an
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OFDM receiver.

4.2 Adaptive Analog Cancellation

The results evaluating the performance of the signal inversion technique in Figure 2.15

show that, if the phase and amplitude of the inverted signal are set correctly, signal

inversion cancellation can have impressive results across a wide bandwidth. This

raises a simple follow-on question. Is it possible to automatically adjust the phase

and amplitude, thereby self-tuning cancellation in response to channel changes? In

this section we describe an algorithm that can accurately and quickly self-tune a

cancellation circuit.

The basic approach is to estimate the attenuation and delay of the self-interference

signal and match the inverse signal appropriately. Ideally, the auto-tuning algorithm

would adjust the attenuation and delay to minimize the residual energy after analog

cancellation (assuming no other signal is being received on the RX antenna). Let

Gc and τc be the variable attenuation and delay factors respectively, and s(t) be the

signal received at the input of the programmable delay and attenuation circuit. The

delay over the air (wireless channel) relative to the programmable delay is τa. The

attenuation over the wireless channel is Ga. The energy of the residual signal after

analog cancellation is derived in Appendix A.2 to be:

E =

∫
To

(Gas(t− τa)−Gcs(t− τc))2dt (4.1)

where To is the baseband symbol duration. The goal of the algorithm is to adjust the

parameters Gc and τc so that energy of the residual signal is minimized.

Our key insight is that the residual energy function in Equation 4.1 has a pseudo-

convex relationship with Gc and τc for WiFi style OFDM signals for the case when

|τa − τc| < 1/4fc. We refer the reader to Appendix A.2 for the mathematical de-

tails. Figure 4.2 shows the theoretical RSSI output for different values of Gc and τc

around the optimal for a specific setting where the self-interference signal has 20dB

attenuation and zero delay. This plot clearly shows the pseudo-convex nature of the

RSSI function with attenuation and delay. We can exploit this structure to design

a simple gradient descent algorithm to converge to the optimal setting of delay and
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Figure 4.2: Theoretical RSSI of the residual signal after signal inversion cancellation
with varying delay and attenuation. Note the deep null at the optimal point and the
pseudo-convex shape of the RSSI function.

attenuation.

While a gradient descent algorithm would work well, fine-grained programmable

analog attenuation and delay lines are unfortunately not typical commodity compo-

nents and so are expensive [46]. So we do not provide results from an implementation

of adaptive analog cancellation using signal inversion with passive components. Re-

cent research on implementing these components on-chip [46, 19, 23, 62, 38, 26], com-

bined with an increased demand for such components for full-duplex radios should

help commoditize these components.

4.2.1 Practical Algorithm with QHx220

Our current implementation of adaptive analog cancellation uses the QHx220 noise

cancellation chip as an approximation for the delay line and attenuator needed for
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Figure 4.3: Block diagram of analog cancellation with signal inversion using the
QHx220 chip as an approximation for delay and attenuation. The RSSI values repre-
sent the energy remaining after cancellation. The auto-tuning algorithm adapts gain
parameters Gi and Gq to minimize this energy.

implementing analog signal inversion cancellation [51]. QHx220 uses linear quadrature

modulation with active components to create a cancellation signal, and is susceptible

to all the problems mentioned in Section 2.4, such as saturation and bandwidth

limitations. The saturation in the chip also causes non-linear distortion as discussed

in Section 3.2, especially for input powers beyond -40dBm. Hence, cancellation will

not be perfect for typical wireless input powers (0-30dBm). Non-linear distortion also

impacts digital cancellation, as we have seen in Section 3.2.

Our implementation uses the QHx220 despite its imperfections because it is in-

expensive and easily available. However, we believe that it is feasible to build a

full-duplex radio using an electronically tunable delay and attenuation chipset, since

they are commercially available (but not yet widely and inexpensively.) Furthermore,

including them as small parts of a full-duplex radio hardware design would not be

particularly complex or expensive.

Figure 4.3 shows the block diagram of signal inversion cancellation using the

QHx220 chip with the auto-tuning circuit. The RSSI value provides the residual signal

energy after analog cancellation has subtracted self interference from the received
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Figure 4.4: RSSI of the residual signal after analog cancellation as we vary Gi and
Gq in the QHx220. Gi and Gq can each be varied from a value of -512 to +512. Note
the deep null at the optimal point.

signal.

The goal of the auto-tuning algorithm in this case is to find the gains Gi and Gq

such that the QHx220 chip output is the best approximation of the self-interference

we need to cancel from the received signal. Fortunately, we can show that even

with this approximate version, we still retain a pseudo-convex structure as shown in

Appendix A.2.2. To see this empirically, we conduct an experiment where the TX

antenna transmits a 10MHz OFDM signal, and we vary the two gains in QHx220.

We plot the RSSI output in Figure 4.4, where a deep null exists at the optimal point.

Hence we can use the same gradient descent algorithm for tuning the two attenuation

factors in QHx220, Gi and Gq. Gi and Gq can be varied between the values -512 and

+512. A value of 0 corresponds to no output and a value of 512 corresponds to a

gain of 20dB. We do not know exactly how much gain each gain value corresponds

to, but the functioning of the algorithm does not depend on this knowledge.

The gradient descent algorithm works in steps, and at each step it computes the

slope of the residual RSSI curve by changing Gi and Gq by a fixed step size. A step of

the algorithm requires five measurements, each involving a small change in Gi and Gq

followed by RSSI sampling. The combination of these readings is used to determine
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Figure 4.5: Sample runs of the adaptive analog cancellation mechanism with random
starting points on the mesh shown in Figure 4.4. Each white dot represents one
iteration.

the slope of the RSSI function at the current Gi and Gq value and the new Gi and Gq

values to be used for the next step. If the residual RSSI is lower at the new Gi and Gq

values than before, then the algorithm moves to the new settings for the gains, and

repeats the process. If at any point it finds that the residual RSSI increases, it knows

that it is close to the optimal point. It then reverses direction, reduces the step size

and attempts to converge to the optimal point. The algorithm also checks for false

positives, caused due to noisy minimas and saddle points. Appendix A.3 provides a

pseudo-code describing the gradient descent algorithm used for implementing adaptive



4.3. ADAPTIVE DIGITAL CANCELLATION 49

0 10 20 30 40
0

0.2

0.4

0.6

0.8

1

Number of iterations

C
D

F
0 10 20 30 40

0

0.2

0.4

0.6

0.8

1
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to recover from noisy minimas, but do so quickly.

cancellation with the QHx220 chip.

While the cancellation the system can obtain with QHx220 is limited, we can

evaluate how well the autotuning algorithm works in terms of convergence time. Each

step in the auto-tuning algorithm measures RSSI for five points along the residual

RSSI curve. Each data point takes 26µs, 10µs to change the QHx220 settings and

16µs to measure RSSI over two OFDM symbols. Each iteration therefore takes 130µs.

Figure 4.5 shows a few runs of the algorithm with random starting points. The

algorithm is fast; it typically converges to the minimum in 8 − 15 iterations, de-

pending on the choice of the starting point. Figure 4.5(d) shows a run where the

algorithm initially converges to a saddle point, and then recovers to converge to the

true minima within 20 iterations. Figure 4.6 shows the cumulative distribution of

how many iterations the algorithm takes to converge. The median convergence for

the algorithm is 8 steps: the average execution time of the algorithm is approximately

1 ms. Currently we transmit one short (64µs) packet for each RSSI measurement,

but the whole process can be fit in one full packet of 1ms duration.

4.3 Adaptive Digital Cancellation

The full-duplex radio design uses digital cancellation to cancel any residual inter-

ference that persists after analog signal inversion cancellation. Implementing digital

cancellation for a full-duplex radio, however, is more challenging than other uses of

digital cancellation, such as successive interference cancellation (SIC) and ZigZag
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decoding [34, 32]. Unlike SIC or ZigZag, which uses digital cancellation to recover

packets which would have otherwise been lost, a full-duplex radio uses digital cancel-

lation to prevent the loss of packets which a half-duplex radio could receive. While

an SIC implementation that recovers 80% of otherwise lost packets is a tremendous

success, a full-duplex radio that drops 20% of packets is barely usable.

To the best of our knowledge, our digital cancellation system has three advance-

ments compared to existing software radio implementations in the literature. First,

it is the first real-time cancellation implementation that runs in hardware: this is

necessary for designing and testing a real-time full-duplex MAC described in Chap-

ter 5. Second, it is the first cancellation implementation that can operate on 10MHz

signals. Finally, it is the first digital cancellation that operates on OFDM signals.

Section 2.2 discussed the basics of digital cancellation. Adaptive digital cancel-

lation has two components: estimating the self-interference channel; and using the

channel estimate on the known transmit signal to generate digital samples to subtract

from the received signal. Although seemingly simple, implementing digital cancella-

tion on a real OFDM system is complicated. Typical OFDM systems use received

digital samples both in the time domain, for operations like packet detection and

carrier offset correction, and the frequency domain, for operations like channel esti-

mation, equalization and decoding. A fast fourier transform (FFT) circuit is used to

convert the time domain received samples to frequency domain. Channel estimation

in OFDM systems is done in the frequency domain since estimating a channel re-

quires a simple division operation in the frequency domain, while requiring complex

deconvolution in the time domain.

The channel estimation block present in an OFDM system can be re-used for

estimating the self-interference channel for digital cancellation. Using this can give

the self-interference channel estimate in the frequency domain. But digital cancel-

lation has to be applied before any other digital processing happens on the signal

to prevent operations like packet detection being affected by self-interference. Thus,

the frequency domain estimate has to be converted to time domain using inverse fast

fourier transform (IFFT). This time domain estimate can be programmed into a dig-

ital finite impulse response (FIR) filter to create the self-interference channel model.
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Figure 4.7: Simplified block diagram of an OFDM receiver with digital cancella-
tion. The cancellation uses frequency domain channel estimation but cancels self-
interference in the time domain samples at the input of the digital receiver chain.

Then digital cancellation can be implemented by passing transmit digital samples

through this FIR filter to create a cancellation signal which is subtracted from the

received digital samples at the beginning of the digital receive chain. Figure 4.7 shows

digital cancellation implemented in an OFDM system with frequency domain channel

estimation and time domain cancellation.

We now describe the steps involved in digital cancellation in detail.

Channel Estimation: To estimate the channel, the radio uses known training

symbols at the start of a transmitted OFDM packet. It models the combination

of the wireless channel and analog cancellation circuitry effects together as a sin-

gle self-interference channel, estimating its response. The estimation uses the least

square algorithm [57] due to its low complexity. Since the training symbols are de-

fined in the frequency domain – each OFDM subband is narrow enough to have

a flat frequency response – the radio estimates the frequency response of the self-

interference channel as a complex scalar value at each subcarrier. Specifically, let

X = (X[0], · · · , X[N − 1]) be the vector of the training symbols used across the N

subcarriers for a single OFDM symbol, and M be the number of such OFDM training
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symbols. Let Y(m), m = 1, · · · ,M , be the corresponding values at the receiver after

going through the self interference channel. The least squares algorithm estimates

the channel frequency response of each subcarrier k, Ĥs[k], as follows:

Ĥs[k] =
1

M

[
1

X[k]

(
M∑
m=1

Y (m)[k]

)]

Next, the radio applies the inverse fast Fourier transform (IFFT) to the frequency

response to obtain the time domain response of the channel. Upon transmission, it

generates digital samples from the time domain response and subtracts them from

the observed signal. The time domain response of the self interference channel can be

emulated using a standard finite impulse response (FIR) filter in the digital domain.

Standard FPGA implementations of FIR filters are widely available end efficient.

By estimating the frequency response in this way, the least squares algorithm

finds the best fit that minimizes overall residual error. The algorithm is more ro-

bust to noise in samples than prior approaches, such as simple preamble correlation.

Furthermore, unlike more complex algorithms such as minimum mean squared error

(MMSE) estimation, which requires a matrix inversion, least squares is simple enough

to implement in existing software radio hardware for real-time packet processing. FIR

based implementations have been used previously for echo cancellation in wired net-

works [25]. One approach combines decision feedback equalizers with digital echo

cancelers to adaptively tune a receiver for both echo cancellation and inter-symbol

interference reduction [50]. Although this work presents results from using a linear

equalizer for implementing frequency domain estimation and time-domain cancella-

tion, using frequency domain decision feedback equalizers could lead to improved

digital cancellation performance [14].

Applying Digital Cancellation: Next, the radio applies the estimated time domain

channel response to the known transmitted baseband signal and subtracts it from the

received digital samples. To generate these digital samples, the hardware convolves

the known signal with the FIR filter representing the channel. Let s[n] be the known

transmitted digital sample at time n fed into the FIR filter. The output i[n] of the
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filter is the linear convolution of hs[n] and s[n]:

i[n] =
N−1∑
k=0

ĥs[k]s[n− k]

The receive antenna of the node gets both the self-interference signal from its transmit

antenna and a signal from an intended transmitter. The signal output from the

receiver analog-to-digital converter (ADC) is given by:

r[n] =
N−1∑
k=0

hd[k]d[n− k] +
N−1∑
k=0

hs[k]s[n− k]+z[n]

where d[n] and hd[n] are the transmitted signal and channel impulse response from

the intended transmitter, and z[n] is additive white Gaussian noise.

The radio subtracts the estimates of the transmit signal from the received samples

r[n]. The received signal after digital cancellation, r̂[n], is given by:

r̂[n] = r[n]− i[n]

=
N−1∑
k=0

hd[k]d[n− k] +
N−1∑
k=0

(
hs[k]−ĥs[k]

)
s[n− k]+z[n],

The quality of digital cancellation depends on how well the digital channel estimate

ĥs models the self-interference channel hs.

Efficacy of Digital Cancellation

Channel estimation accuracy significantly affects digital cancellation’s performance.

Poor channel estimates can cause the system to generate digital samples different

from what the node hears, such that their subtraction corrupts a received waveform.

Accuracy suffers if there is another interfering transmitter present during the channel

estimation phase. Hence, the MAC protocol must provide an interference-free period

for channel estimation via carrier sense.

The second factor is the coherence time of the self-interference channel, i.e. the

duration over which the channel’s state is stable. A node needs to re-estimate its

channel state at a period below the channel coherence time. When the coherence

time is much longer than a packet time, periodic channel estimates can be sufficient.

However, when the coherence time is comparable to or less than a single packet

transmission, the MAC layer may need to introduce a “silence period” within each
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packet so that the full-duplex node can recalibrate its digital cancellation block in

the middle of a packet transmission.

The third and final factor is possible non-linearities in the self interference chan-

nel. Digital cancellation as presented above assumes that the self-interference can be

modeled as the output of a linear time-invariant system. However, in practice, the

analog cancellation step may introduce a non-linear distortion of the transmitted sig-

nal which cannot be modeled using an LTI system. As we have shown in Section 3.2,

active components can introduce non-linearities, thus constraining the performance

of Digital Cancellation.

4.4 Cancellation Performance

We evaluate the complete cancellation design, described in Figure 4.1, by measur-

ing its attenuation of the self-interference signal. Unlike the cancellation results in

Section 2.5.1, which evaluated the performance of analog cancellation using signal

inversion in isolation, these experiments evaluate the entire radio design.

We focus on self-interference cancellation obtainable with tunable passive attenu-

ation and delay components. These components are not electronically programmable:

they can only be controlled manually. Consequently we cannot use the passive com-

ponents when analog cancellation needs frequent tuning, such as wireless channels.

We therefore evaluate its performance using a wired setup by connecting the TX and

RX antennas using a wire to simulate a controlled wireless channel. We measure

self-interference cancellation obtained with a combination of analog signal-inversion

cancellation and digital cancellation. As the passive components are tuned manu-

ally, human imprecision makes it unlikely that the system is at the optimal point: it

may be possible to obtain even stronger cancellation with a programmable passive

component.

Figure 4.8 plots the total cancellation obtained for a 10MHz WiFi signal with

increasing self-interference power. Analog signal-inversion cancellation, in agreement

with the results in Figure 2.14, cancels around 45 dB of self interference. Digital

cancellation can cancel as much as 30 dB. This is 10 dB more cancellation over a
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Figure 4.8: Cancellation performance of analog signal-inversion cancellation combined
with digital cancellation in a controlled wired setting, where phase and amplitude are
controlled by manually tuned, precision passive components. Together they cancel
70-73 dB of self-interference.

sixteen times wider bandwidth (10 MHz vs 612 kHz) compared to the full-duplex

approach reported by Duarte et al. [28], which uses two separate TX chains. The

25-30dB of digital cancellation adds on top of the 40-45 dB of analog cancellation to

provide a total cancellation of 70-73 dB.

We omit plots for digital cancellation alone for brevity, but report some observa-

tions here. Typically, digital cancellation can reduce self-interference by up to 30dB

for lower power signals. The performance of digital cancellation degrades by up to

9 dB at higher received powers, for example when not using analog cancellation, due

to receiver saturation.

The above setup does not benefit from the self-interference reduction from antenna

separation between the TX and RX antennas, because they are connected directly by

a low loss wire. In practice with wireless channels, we observe around 40dB of attenu-

ation (20 cm, 8 inches) from antenna separation with 3dBi antennas. Combined with

the 73dB reduction from analog signal-inversion cancellation, the proposed full-duplex

design could bring down the self-interference by up 113 dB. Such cancellation would
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Figure 4.9: Performance of adaptive analog cancellation and of digital cancellation
over time. Before cancellation, the received power is -45dBm for the analog cancel-
lation experiment, and -58dBm for digital cancellation. Once tuned, the QHx220
settings are stable for over 10 seconds. The 20 dB maximum is caused by the nonlin-
earities of the QHx220. Digital cancellation performance, on the other hand deterio-
rates within a span of 3-4 seconds and needs more frequent tuning.

bring a 20 dBm transmit signal to -93 dBm, close to the noise floor on commodity

hardware.

In summary, analog signal-inversion cancellation in conjunction with digital can-

cellation can cancel enough self-interference from wideband signals such as WiFi to

enable full-duplex operation.

4.5 Self-Interference Coherence Time

An important factor to consider is the need to recalibrate the system periodically. The

recalibration rate depends on how fast the wireless channel for the self-interference

signal changes, or the self-interference coherence time.

Figure 4.9 shows a plot of how auto-tuned analog signal inversion cancellation

(using the QHx220 chip) and digital cancellation decay over time in a daytime office

wireless environment. While it takes approximately 1 ms to tune the analog cancella-

tion circuit, this tuning is typically stable for over 10 seconds. Also, the auto-tuning

algorithm can run on-demand: a node should recalibrate when it finds that its noise

floor has increased when it starts transmitting a beacon or a data packet.
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Looking at digital cancellation, immediately after estimation, there is a 32 dB re-

duction in self-interference. Performance quickly degrades over the first two seconds

as the channel changes, and after 7 seconds settles at approximately 25 dB. This

result makes sense: unlike calibrating analog signal-inversion cancellation, which is

mainly for the line-of-sight component between the two antennas, digital cancellation

is handling varying multipath components. A full-duplex radio needs to recalibrate

its digital cancellation much more frequently than its analog cancellation. Each re-

calibration for digital cancellation takes only a few OFDM symbols.

4.6 Summary

This chapter described the design of a full-duplex wireless system. It used the insights

into the performance and practical constraints associated with different cancellation

schemes developed in earlier chapters to develop a design that works for wideband and

fairly high power wireless nodes. The design combines analog signal-inversion cancel-

lation and digital cancellation to get an overall 73dB reduction in self-interference. A

practical full-duplex system also needs to adaptively re-tune itself to changes in the

wireless channel. This chapter describes auto-tuning mechanisms for the design to

adapt to changes in the wireless channel. Specifically, analog cancellation uses a gra-

dient descent algorithm to received power by adjusting the delay and attenuation of

the cancellation path, thus optimizing cancellation. Digital cancellation uses OFDM

channel estimation to estimate the self-interference channel and a reconfigurable FIR

filter to implement a channel model. Each of these techniques show very fast adap-

tation rates, <1ms for analog cancellation adaptation and a few OFDM symbols for

digital cancellation, thus showing the feasibility of implementing a full-duplex Wi-Fi

transceiver.



Chapter 5

Full-Duplex MAC

Earlier sections showed that a wireless full-duplex system that can nearly double the

throughput of a single hop link is practically implementable. On the other hand, the

implementation uses additional resources that could otherwise be used to implement

a 2x2 MIMO system, that may provide similar physical layer gains. It is unclear

if only the physical layer gains of full-duplex would justify the engineering and cost

needed to implement these systems. Section 7.1 provides a theoretical comparison of

full-duplexing vs 2x2 MIMO with half-duplexing.

However, the most interesting possible benefits of full-duplex occur above the

physical layer. Research into applications of full-duplex wireless has suggested that

a full-duplex system may mitigate many of the problems with wireless networks to-

day [22, 53, 33]. For example, full-duplexing can help address the hidden terminals

problem, improve fairness in wireless systems, reduce congestion due to MAC schedul-

ing, and reduce end-to-end delays in multihop wireless networks.

While the expected gains from full-duplex MACs look promising, the lack of a real-

time full-duplex MAC layer implementation has prevented experimentally evaluating

these claims. In this chapter, we take the case of an access point based wireless LAN

and describe how a standard half-duplex MAC for such networks can be modified

to incorporate full-duplexing capabilities. We then implement a real-time full-duplex

MAC on a software radio platform and evaluate its performance on a network of 5

full-duplex nodes with one of the nodes acting as the access point. This evaluation

58
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Access PointNode 1 Node 2

Hidden Terminal
Transmission

Figure 5.1: An infrastructure Wi-Fi setup. A hidden terminal occurs at the AP when
Node 1 and Node 2 cannot hear each other’s transmissions leading to collisions.

shows that full-duplex reduces packet losses due to hidden terminals by up to 88%.

Full-duplex also mitigates unfair channel allocation in AP-based networks, increasing

fairness from 0.85 to 0.98 while improving downlink throughput by 110% and uplink

throughput by 15%. To the best of our knowledge, this is the first implementation of

a full-duplex MAC that works in real-time on real hardware.

5.1 MAC Gains with Full-Duplex

As alluded to earlier, full-duplexing can help improve the performance of existing

wireless systems by mitigating problems such as hidden terminal losses and unfairness

in access point based networks. This section shows how a full-duplex MAC can solve

such problems.

5.1.1 Reducing Hidden Terminals

Figure 5.1 shows a typical home or office Wi-Fi setup with the hidden terminal prob-

lem. End nodes connect to the backbone network through an access point. The

hidden terminal problem occurs when Node 2 is unable to hear Node 1’s transmis-

sions to the access point and starts sending data to the access point at the same time,

thus causing a collision at the access point.

This problem can be solved using full-duplex nodes. Suppose all nodes always have

data to send to and receive from the access point. Then, as soon as Node 1 starts

transmitting data to the access point, the access point starts transmitting data back

to Node 1 simultaneously. Node 2 hears the transmission from the access point and
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(a) Half-Duplex

(b) Full-Duplex

Figure 5.2: An access point based network with 1 AP connected to 3 nodes. MAC
scheduling results in unfairly low channel allocation for downlink traffic for half-
duplex. Full-duplex solves the problem balancing uplink and downlink channel access.

delays its transmission, thereby avoiding a collision. If the access point does not have

any packets to send back to Node 1, it can repeat whatever it hears. This repetition

serves as an implicit ACK for Node 1 and prevents Node 2 from transmitting. This

scheme for mitigating hidden terminals also applies to multihop wireless networks.

Full-duplexing does not completely prevent the hidden terminal problem. In order

for the receiver to respond, it needs to receive the destination address of the link

layer header. However, typically the destination address is preceded by the preamble,

PHY header, and part of the MAC layer header, where collisions can still occur. For

example, for 802.11g, the receiver needs to receive 15 bytes before it can decode the

receiver address, which leaves the initial ∼2.5% of the packet time to be vulnerable for

6Mbps and ∼10% for 54Mbps, for a 1500 byte packet. This vulnerability is inevitable,

but can be reduced by changing the packet format such that the destination address

is placed earlier in the packet.

5.1.2 Improved Fairness in Access Point Networks

Existing work [15, 44] has studied the problem of fairness between upstream and

downstream flows in access point (AP) based networks. Since 802.11 CSMA provides
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the same transmit opportunities to all clients and the AP, the AP only gets 1/(N+1)

of the channel when there exist N clients. Thus, the downstream flows only get an

aggregate throughput 1/(N + 1) of the channel capacity, while upstream flows get

N/(N + 1).

Figure 5.2(a) shows this fairness problem for an access point (AP) connected to 3

clients. Suppose all client stations have uplink data to send to the access point and the

access point has downlink data to be sent to each client. If all the uplink and downlink

flows have saturated traffic, the clients constantly contend with each other and with

the access point for channel access. With half-duplex nodes, typical MAC scheduling

gives the access point 1/4th the total transmission opportunities. This restricts the

aggregate downlink throughput of the network to 1/4th the capacity of one link. On

the other hand, each client also gets 1/4th the total transmission opportunities to

serve only its own uplink flows, thus resulting in an aggregate uplink throughput of

3/4th the capacity of one link. This leads to a network with very low fairness. Some

suggested solutions to this problem include controlling the channel access priority or

incorporating rate control mechanisms above the MAC layer [15, 44].

However, with full-duplexing, the access point can transmit a downlink packet

whenever it receives an uplink packet from a client that it has traffic for as shown in

Figure 5.2(b). This balances the aggregate uplink and downlink throughputs, thus

elegantly solving this fairness problem.

5.2 Design

Fully exploiting full-duplex wireless requires redesigning the MAC. For example, ex-

isting MACs based on Carrier Sense Multiple Access with Collision Avoidance (CS-

MA/CA) preclude a wireless node from transmitting while it is receiving a packet

irrespective of whether the packet is addressed to the node or not. With full-duplex

a node should in fact try to transmit a packet whenever it is receiving a packet to

maximize the use of the wireless channel. In a sense, a full-duplex PHY creates a par-

allel channel that a transmitter can simultaneously receive on. However, the parallel

channel exists only for transmitters for full-duplex: signals add up on other nodes.
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Figure 5.3: Symmetric and asymmetric dual links in the Contraflow full-duplex MAC
framework.

A full-duplex MAC must utilize this rather limited parallel channel in full. Thus,

full-duplexing requires a redesign of the MAC layer. We leverage existing research on

a new MAC design for full-duplex wireless systems, named Contraflow, to guide our

MAC design [53].

Contraflow is a general framework for a single channel full-duplex MAC proto-

col. In Contraflow, a primary transmitter initiates a transmission via standard CS-

MA/CA. Once the primary receiver decodes the header of the primary transmission,

it can initiate a secondary transmission. The secondary transmission can be destined

to any node where the primary and the secondary transmitters do not collide, either

the transmitter (symmetric dual-link) or nodes outside the interference range of the

primary transmission (asymmetric dual-link). To support asymmetric dual-link, each

Contraflow node must learn its interference range and exchange this information.

Figure 5.3 shows examples of symmetric and asymmetric dual-links in contraflow.

We have designed and implemented a MAC based on the above framework. Lim-

iting the scope of this MAC to WiFi-like networks where multiple clients connect

to an access point, we focus on the symmetric dual-links. In this MAC design, the

primary transmitter is always the secondary receiver. Figure 5.4(a) illustrates the

behavior of a symmetric dual-link in an AP-based network. The primary (Node 1)

sends a packet to the AP after carrier sense. As soon as the AP receives the header,

it starts a secondary transmission back to Node 1. Even if Node 2 is hidden to Node

1, it senses the secondary transmission and keeps quiet. Thus, in theory, full-duplex

can prevent hidden terminal collisions.
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(b) Full-duplex packet exchange

Figure 5.4: The full-duplex MAC protects primary and secondary transmissions from
losses due to hidden terminals. A busytone is used to protect periods of single-ended
data transfer

Since the primary and secondary packets are offset in time and may have differ-

ent lengths, relying solely on data packets does not completely protect from hidden

terminals. If a node finishes its transmission but has not finished receiving its duplex

packet, it may still experience a collision. Figure 5.4(b) shows an example of such a

packet exchange. The AP’s secondary transmission to Node 1 may finish before Node

1’s primary transmission to the AP. Our MAC implementation uses busytones as a

way to mitigate this problem. Whenever a node finishes transmitting a packet and

sees that it still has not finished receiving, it transmits a predefined signal until its

reception ends. If a node receives a primary transmission and does not have a corre-

sponding secondary packet to send, it sends the busytone immediately after decoding

the header of the primary packet.

Full-duplex mitigates hidden terminals, but does not completely eliminate them.

A primary receiver is susceptible to collisions until it has finished receiving the primary

transmission’s packet header. In 802.11a, for example, this period is ≈ 56µs, much

shorter than a typical data packet.
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5.3 Real-time MAC Implementation

The previous section has described the design of the full-duplex MAC protocol. Im-

plementing the MAC protocol, however, is not trivial: it imposes certain requirements

on the radio hardware. This section focuses on identifying the minimal features that

a full-duplex MAC requires, and shows how it is actually implemented.

5.3.1 Challenges

Maximizing the overlap of two transmissions increases throughput and improves

collision avoidance. Transmission overlap depends on solving two technical chal-

lenges, minimizing secondary response latency and having transmission flexibility in

preloaded packets.

Secondary response latency: A primary transmission is a “cue” for the secondary

transmission to start. A faster response to this cue enables a longer overlap of the

two transmissions. The earlier the destination address is in the packet and the faster

the hardware can initiate a secondary transmission, the lower the secondary response

latency.

Flexibility in preloaded packets: Starting a secondary transmission immediately

after primary header reception requires having a packet destined for the primary

transmitter already loaded in the hardware. Having multiple packets loaded increases

the probability of having a packet ready for secondary transmission. This calls for

the radio driver to have per-destination transmission queues, with the head of each

queue preloaded in hardware.

5.3.2 Platform

The challenges for realizing a full-duplex MAC layer place requirements on the system

hardware. Specifically, the hardware must notify the start of reception once the

destination address has been decoded, must be able to start a secondary transmission

quickly, and needs enough memory to store multiple transmit packets.
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Typical software-defined radios such as USRP [9] cannot meet these requirements,

due to latency between hardware and the host PC as well as their need to store packets

as digital samples rather than bits. Off-the-shelf WiFi cards also do not meet the

requirements due to the lack of header reception indicators and general difficulty in

programming low-level mechanisms such as backoff and clear channel assessments.

We use the WARP V2 platform [8] from Rice University. WARP handles physical

layer packet processing and latency-sensitive MAC operations in a powerful on-board

FPGA. As the FPGA can convert packet bits to digital baseband samples on-the-fly,

it can preload multiple packets stored concisely as bits. Furthermore, it has flexible

“autoresponder” hardware triggers that can be used to minimize secondary response

latency. Finally, the FPGA is powerful enough to incorporate digital cancellation.

An on-chip embedded processor implements the MAC and the auto-tuning algorithm

in real-time.

5.3.3 Implementation Details

Our full-duplex MAC uses the OFDM Reference Design v15 from Rice University [8].

The design uses a WiFi-like packet format and 64-subcarrier OFDM physical layer

signaling using a 10MHz bandwidth. Each OFDM symbol is 8µs long, thus QPSK

modulation achieves 12Mbps bitrate without any channel coding (there is currently

no library support for channel coding in the WARP release). The PHY frame has a

32µs preamble, followed by a 16µs training sequence, and 24-byte MAC header that

is 16µs long. A 1484-byte long packet takes 1056µs to transmit.

The implementation is based on the half-duplex MAC implementation from the

same reference design which mimics 802.11 behavior. Our full-duplex MAC uses the

same CSMA/CA behavior for primary transmissions. The MAC design uses autore-

sponder logic, which is designed for low-latency link-layer ACK transmission, to auto-

matically trigger a secondary transmission if the node detects a primary transmission

addressed to it. A measurement shows that the latency of this logic is 11µs, which

results in the total secondary response latency of 75µs including header reception

latency.
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Figure 5.5: Two upstream UDP flows from two hidden terminals to an AP. Full-
duplexing mitigates collisions due to hidden terminals.

The hardware auto responder logic automatically picks the correct transmission

queue to send a secondary packet from based on the header of the primary reception.

For primary transmissions, the software maintains a record of the order of arrival of

packets from the host computer for different destinations, and sends packets from

different queues in the same order.

5.4 MAC Evaluation

This section evaluates the benefits of a full-duplexing MAC layer with experiments

on a testbed of WARP based full-duplex wireless nodes. These experimental results

show that full-duplex radios can help solve long standing problems in wireless LAN

MACs. Specifically we focus on the hidden terminal and fairness problems discussed

in Section 5.1.
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Throughput (Mbps) Fairness (JFI)
Up Down

Half Duplex 5.18 2.36 0.845
Full-Duplex 5.97 4.99 0.977

Table 5.1: Throughput and fairness for four bi-directional UDP flows between an AP
and four clients without hidden terminals. Fairness is measured using Jain’s fairness
index (JFI). Full-duplexing helps improve the fairness in Wi-Fi like networks.

5.4.1 Hidden Terminals

We setup the following hidden terminal experiment. An AP node is in the middle

of 2 nodes which are hidden to each other. Both nodes constantly try to send UDP

data to the AP. There is no downstream traffic from the AP to the nodes. The

hidden terminal effect causes packets to collide at the AP, thus causing link layer

failures. Since all traffic is unidirectional, full-duplex does not increase the physical

layer capacity in this scenario.

Figure 5.5 shows the effect of using a full-duplex AP in preventing hidden termi-

nals. Both flows maintain a fair throughput until the data load becomes 2Mbps for

each flow. At the load of 2Mbps, the Packet Reception Ratio (PRR) for half-duplex

drops to 52.7%, but full-duplex maintains a PRR of 83.4%. Excluding the effect of

inherent link losses, full-duplex prevents 88% of collision losses because the busy tone

of full-duplex prevents hidden terminals.

As the data load reaches 4Mbps, the total load exceeds the link capacity. In this

case, half-duplex cannot maintain both flows due to heavy collisions. The effect can

be seen in fairness, which starts to collapse for half-duplex. Because there is only one

dominant flow active, PRR and throughput for half-duplex start to increase.

Full-duplex does not perfectly prevent hidden terminal collisions because sec-

ondary transmissions start only after header reception. We can see this effect at

the data load of 4Mbps, where the PRR of full-duplex decreases to 68.3%. Header

reception in our reference design takes 64µs. This is longer than the typical 802.11

physical layer which takes ≈ 24µs for header reception. Thus, we expect the collision

avoidance performance of full-duplex to be better with 802.11.
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5.4.2 Fairness

Table 5.1 shows experimental results when an AP is connected to four clients. All

nodes are within the carrier sense range of each other, thus removing hidden terminal

effects. Each node makes a bidirectional UDP flow to the AP, making 8 active UDP

flows, each with a 3Mbps load. The fairness index is computed over the individual

throughput of 8 flows.

With half-duplex, when traffic is saturated, the AP gets the same share of the

channel as all other nodes. However, the AP potentially has four times the traffic as

any other node, since it is sending traffic to all four nodes. Consequently downstream

flows may get an unfairly low share of the channel if the network is fully congested.

In our experiment however, we see that the downstream flows do manage to get

higher throughput than what we theoretically expect. The reason is that the data

load of each flow is 3Mbps, which is lower than the link capacity of around 8Mbps.

Consequently, we sometimes have nodes with empty transmit queues that do not

contend for the channel, thereby leaving a larger share of the channel for downstream

traffic compared to the theoretical throughput limit of C/(n + 1), where n denotes

the number of clients and C the network capacity.

Since the traffic load is bidirectional, it is trivial that full-duplex gets higher

throughput than half-duplex. However, what is interesting is how full-duplex dis-

tributes the additional throughput. With full-duplex, whenever the AP gets an up-

stream packet from any node, it is able to send a downstream packet to the same

node, thus achieving fairness between upstream and downstream flows. Therefore,

full-duplex improves the downstream throughput 111%, while the upstream through-

put increases only by 15%.

In theory, full-duplex should increase the overall throughput by a factor of two,

while the results show only a 45% overall increase. The reason is the limited queue

sizes at the AP to send to the wireless clients. Each node can queue 16 packets that

come from a host via Ethernet. Due to bursty traffic, sometimes the queue at the

AP does not have packets for all clients. If the AP receives a primary transmission

from a client and the AP has no packets to respond, the AP loses an opportunity for

secondary TX, decreasing throughput. Looking at one of the logs verifies this, where
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it shows that the AP is able to exploit secondary transmissions for only 52% of the

primary receptions.

5.5 Summary

This chapter exemplified some of the higher layer gains possible with a full-duplex

capable wireless physical layer. It described the design and implementation of a WiFi

like MAC design modified for full-duplex operation. The implementation addresses

certain challenges such as latency requirements for secondary transmissions and maxi-

mizing the opportunities for secondary transmissions by having per-destination queues.

On the other hand, the implementation is restricted in only supporting symmetric

full-duplex operation. This real-time MAC implementation shows full-duplexing re-

ducing hidden terminal losses by up to 88% and improving fairness in an access point

based network from 0.85 to 0.98.



Chapter 6

Redesigning Wireless with

Full-Duplex

Full-duplexing provides a fundamental shift in the way wireless radios are designed

and used. Chapter 5 concentrates on applying a full-duplex wireless radio to a wireless

LAN based network, but this capability can be applied to and improve the perfor-

mance of wireless devices across many application domains such as cellular systems,

whitespace networks and multihop wireless data networks. This chapter looks at how

different wireless domains could use full-duplexing in the future.

This chapter discusses the use of full-duplexing with three different abstractions.

The first abstraction is using the additional channel available with full-duplex as a

low bandwidth real-time control channel, the second abstraction is to use the second

channel as an additional data channel for forwarding received data, and the third

is to use full-duplexing as a means to introduce a gatekeeper for securing wireless

networks.

6.1 Control Backchannel

When full-duplex links are used in a symmetric setup, i.e. for two nodes sending data

to each other at the same time, it provides a real-time, inband backchannel for the

primary receiver to send data back to the primary transmitter. The backchannel can
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Figure 6.1: Whitespace radios need to co-exist with incumbent primary transmitters.
The whitespace radio senses a wireless channel before using it to avoid interfering
with primary transmissions.

be used for sending data or control traffic. Depending on the usage there are several

applications possible with full-duplex systems. If the backchannel is used for sending

control traffic then such a system can be used in whitespaces, for immediate collision

notification and for sending in-band channel status. The following subsections discuss

these applications in detail.

6.1.1 Opportunistic Spectrum Use (White Spaces)

Much of the licensed spectrum is under-utilized: only 5.2% occupancy between 30MHz

to 3GHz [54, 13]. For this reason, in 2008 the FCC issued a ruling to allow for

unlicensed (secondary) users to use licensed frequency bands as long as the licensed

(primary) users do not experience perceivable interference [54]. The FCC requires

that a secondary user be able to detect a primary signal that is as low as -114dBm.

This requirement implies that current sophisticated solutions for a secondary user

system cannot detect a primary user’s presence while it’s using a spectrum [13].

Although this requirement has since been removed due to the technical challenges

in implementing it, the FCC, in its ruling encouraged the further development of

spectrum sensing capability for future development of this space [10]

Figure 6.1 shows a secondary whitespace radio co-existing with a primary wireless

device, such as a wireless mic. Without a full-duplex antenna, secondary transmitters
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need to be very conservative in choosing transmission slots [37]. It is not necessarily

safe for them to transmit even when the channel is sensed as vacant because they

must account for the possibility that the primary might begin transmitting in the

middle of their transmissions. This limits the utility that can be extracted from

the vacant spectrum. By inferring the statistical properties of primary occupancy,

smarter secondary strategies can be devised, but the basic problem remains [37].

A full-duplex system can fundamentally alter this balance because the secondary

transmitters can sense primary activity even while they are transmitting and quickly

vacate the spectrum. This ability will allow for significantly more efficient use of the

vacant spectrum.

Research on opportunistic spectrum use has also shown the effectiveness of coop-

eration among secondary nodes for more accurate sensing of primary activity [49].

This ability is also easier to engineer using a full-duplex system. A secondary receiver

can use the full-duplex backchannel to periodically report the state it observes on all

the channels including the one that is currently used. This in-band shared informa-

tion can be used by the secondaries to select channels with very low probability of

being used by the primaries.

6.1.2 Packet Error Notification

The full-duplex backchannel can be used for notifying the transmitter about packet

errors. This notification can be either explicit or implicit. For explicit notification,

the receiver can send an abort packet back to the transmitter as soon as it encounters

erroneous bits. This scheme works for errors both due to signal variation and due to

collision from another node. CSMA/CN, an existing error notification technique, can

reliably send a notification back to the transmitter only if the received notification

power is within 36dB of the transmit power level [55]. With a full-duplex system,

this notification can be received even when it is 80dB lower than the transmit power

level.

An implicit way to inform the transmitter of packet errors is for the receiver to

simply transmit whatever it is receiving, back to the transmitter. This “mirroring”
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Figure 6.2: Real-time error notification using CRC feedback over small blocks of data.
The transmitter checks the CRC feedback for each block and retransmits blocks that
have the wrong CRC. Erroneous blocks are marked grey.

allows the transmitter to identify, if any, portions of the packet likely in error. This

knowledge may be used by the transmitter to retransmit only the portions that it

deems to be in error, implementing a real-time partial packet recovery scheme.

Maranello, an existing partial packet recovery scheme, splits a packet into blocks

and computes a CRC on every block before sending the packet [35]. The receiver,

after receiving the entire packet, sends the CRCs for all the blocks. This allows the

transmitter to determine which blocks are in error and then send only the erroneous

blocks. Figure 6.2 shows a similar technique implemented with full-duplex where the

receiver sends the block CRCs as it’s receiving data blocks. The transmitter receives

these CRCs and can interleave retransmits in the middle of other data blocks. This

saves the time equivalent to one packet transmission from the receiver and reduces

the latency for getting retransmitted blocks.

6.1.3 In-Band Channel Status

In current wireless systems, a transmitter uses feedback from receivers for past trans-

missions to form a best guess of what the current wireless channel state may be. As

wireless channels tend to be highly variable in nature, systems either use conservative

guesses to ensure a high packet success rate, or use higher layer mechanisms such as

retries. Essentially, not having real-time channel state information at the transmitter

leads to sub-optimal wireless channel use.

The full-duplex backchannel may be used for sending real-time channel state as
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DATA
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Figure 6.3: Real-time feedback for rate adaptation. Receiver sends perceived constel-
lation. Transmitter uses this feedback to adapt constellation real-time.

observed by the receiver. This real-time knowledge of the receiver’s channel state

is known in information theory as Channel Side Information at the Transmitter

(CSIT) [31]. CSIT has been assumed to be unrealistic and used in many theoretic

algorithms to show achievability of channel capacity.

With a full-duplex system, CSIT is now practical. Therefore, many capacity-

achieving theoretic schemes such as waterfilling are now practical as well [31]. Water-

filling schemes provide a framework for a transmitter to change its transmit power,

modulation and datarate, according to the channel state, to maximize link through-

put. As an example, Figure 6.3 shows how feedback from a receiver allows its trans-

mitter to adapt modulation in real-time. The receiver simply can send the received

constellation periodically, while still receiving packets from the transmitter. This

knowledge is useful for the transmitter to decide whether to use denser (sparser) con-

stellation when the channel is good (bad). Current techniques allow a transmitter

to change this modulation for every packet [56]. With the real-time feedback, a full-

duplex transmitter can do this adaptation during a packet transmission. Specifically,

this real-time adaptation can be used by wireless video streaming devices that, when

ON, continuously send video streams to their receivers such as a TV set.

As an example, we can consider OFDM signaling, which uses multiple sub-channels

to encode and send data. With waterfilling based on real-time channel state feedback,

a transmitter may decide to use different modulation densities for different frequency

sub-channels, based on the state of each sub-channel. Such mechanisms have been

successfully used in wired networks, such as DSL, where the channel tends to be fairly
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Figure 6.4: A star topology multihop network. Node N0 becomes a congested node.
The network throughput in regular MAC operation is 1/n for 2n+1 nodes.

stable, but have been difficult to use in wireless due to its dynamic nature and lack

of real-time channel state information. The real-time feedback channel realized with

full-duplexing solves this problem.

The channel state feedback being available at the transmitter is even more benefi-

cial for MIMO systems. MIMO systems use channel state information to pick an op-

timal operating point between using multiple antennas for sending multiple streams,

or for sending fewer streams more robustly, or with a higher data rate. A real-time

feedback mechanism can thus increase the gains achieved with MIMO systems.

6.2 Data Forwarding in Multihop Networks

Full-duplexing wireless nodes can provide significant performance gains in multihop

networks. In a multihop wireless setup, a full-duplex forwarding node can forward

data to the next hop, while simultaneously receiving data from the previous hop.

This mechanism can reduce congestion in the network and significantly decrease the

end-to-end latency of the network by using wireless cut-through routing.
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6.2.1 Reducing Congestion due to MAC Scheduling

Figure 6.4 shows a network in star topology. Nodes N1, N2, and N3 have data to send

to nodes N4, N5, and N6 respectively. All data has to be routed through node N0,

and N0-N3 are in the interference range of each other. If all three source nodes have

saturated flows to be sent to their respective destinations, nodes N0-N3 constantly

contend with each other for channel access. Assuming typical MAC scheduling, N0

gets 1/4th the total transmission opportunities. This restricts the aggregate network

throughput to 1/4th the capacity of one link.

In a general star topology with 2n+1 nodes with n nodes trying to route data via

node N0, the aggregate network throughput is 1/n.

With full-duplexing, N0 can transmit and receive at the same time. For each

transmission from either node N1, N2, or N3, N0 can forward a packet to a desti-

nation. Thus, the aggregate network throughput is equal to the single link capacity.

Full-duplex eliminates the loss of network throughput due to congestion and MAC

scheduling by allowing congested nodes to forward out packets and receive packets at

the same time.

6.2.2 Cut-through Routing in Multihop Networks

Multihop networks suffer from long end-to-end delays causing loss in performance for

delay sensitive protocols like TCP. Further, multihop networks have a 1/3rd through-

put scaling compared to single hop networks due to interference between forwarding

hops.

The idea of receiving and forwarding at the same time can be extended to solve

these problems. The insight is that as a full-duplex node is starting to receive a packet

it can simultaneously start to forward it. Thus, instead of the default store-and-

forward architecture, full-duplex nodes can forward a packet while receiving it. This

idea is similar to cut-through switching [24] used for multihop wired communication

networks. The technique can theoretically reduce the end-to-end delay for packet

delivery through a multihop network from a packet time multiplied by number of

hops to a little more than a single packet time.
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Figure 6.5: Wormhole switching in a multihop network. Interference from forwarding
hops can be canceled using digital cancellation and can also serve as implicit ACKs.

Figure 6.5 shows the way cut-through switching can work on full-duplex wireless

links. N2 starts receiving a packet from N1. As soon as N2 has processed the packet

header, it knows where to forward the packet and starts transmitting the packet to

N3. Similarly, N3 starts forwarding the packet to N4. At this time, N3’s transmission

also interferes with the reception at N2. Since N2 knows the part of the packet

N3 would be transmitting at this time, it can use digital cancellation techniques to

cancel N3’s transmission. Further, once N2 has finished receiving the packet from

N1, it can again apply digital cancellation to previously received samples from N1

and N3 to cancel the samples received from N1. This allows N2 to check the packet

transmission from N3. This can act as an implicit ACK mechanism, removing the

need of an explicit ARQ scheme. The last node in the route sends an explicit ACK to

the second-to-last node in the route. Existing work has suggested a similar implicit

ARQ scheme for a multi-channel wireless network used as an interconnect backbone

for chip multi-processors [43].
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Figure 6.6: Full-duplexing can prevent eavesdropping of wireless data. Eavesdropper
Node X cannot decode Node 1’s data when Node 2 sends a jamming signal at the
same time. A well placed eavesdropper (Node Y) may still successfully eavesdrop.

6.3 Security with Full-Duplex

Full-duplex wireless can also help make wireless networks inherently more secure to

eavesdropping. Typically, the broadcast nature of wireless enables eavesdroppers to

easily listen to any user traffic and higher layer encryption mechanisms are needed to

prevent such eavesdropping. Figure 6.6(a) shows such a situation. Node 1 is trans-

mitting data to Node 2 and eavesdroppers Node X and Node Y can easily listen to

this transmission. With full-duplex, such eavesdropping becomes much more difficult.

An eavesdropper trying to listen to a full-duplex communication hears the superposi-

tion of the signals transmitted from the two communicating nodes. As Figure 6.6(b)

shows, with full-duplex Node X hears the sum of the signals coming from Node 1 and

Node 2, and thus is unable to decode either of the two signals. This provides an extra

layer of security in the wireless communication stack.

Even when Node 2 does not have data to send back to Node 1, it can send some

form of a jamming signal which precludes almost all other nodes in the network from

decoding Node 1’s transmission. Recent work has applied full-duplexing to improving

security in implanted medical devices [33]. The same principles can also be applied

to other domains, including enterprise data networks and military communications.

Although full-duplexing enhances the security of the network by making it harder

for eavesdroppers to decode overheard data, this method is not foolproof and should
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not be considered a complete security solution. Specifically, if the eavesdropper is able

to place itself fairly close to the transmitting node, while being away from the jamming

node, it may be able decode the transmitted signal in spite of the jamming signal.

For example, going back to Figure 6.6(b), even though Node X cannot eavesdrop on

Node 1’s transmission, Node Y which is much closer to Node 1 may be able to decode

Node 1’s transmissions even with Node 2 transmitting a jamming packet at the same

time.



Chapter 7

Discussion

This dissertation motivates a new paradigm in wireless network design: full-duplex

wireless networking. The most important challenge in implementing a full-duplex

wireless system is canceling self-interference. This dissertation discusses various im-

plementation techniques for self-interference cancellation, ultimately leading to a pro-

totype achieving ≈73dBm reduction in self-interference. This prototype uses a com-

bination of signal inversion RF cancellation using a balun circuit and adaptive digital

cancellation.

Further, this dissertation discusses the many gains possible with full-duplex wire-

less and evaluates a small subset of those gains by implementing a real-time MAC for

a full-duplex wireless LAN network. While this work provides a first look and an im-

portant step towards changing wireless networks with full-duplexing, it leaves several

open questions and possibilities for future research. This chapter briefly discusses

some of them. Specifically, this chapter compares how full-duplex would fare against

2x2 MIMO purely from a physical layer throughput standpoint, discusses some of the

RF engineering challenges to be addressed in making full-duplexing radio feasible and

suggests some improvements in the current hardware implementation of full-duplex

radios to extend their usefulness.

80
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7.1 Comparison with MIMO

The performance evaluation in Chapter 5 shows the MAC benefits of full-duplex.

Can full-duplex also provide any gain over half-duplex in terms of physical layer

throughput? In particular, balun cancellation requires two antennas and can double

throughput. However, with the same resources, one can build a half-duplex multi-

input multi-output (MIMO) system which achieves the same gain. This raises a

natural question: under what conditions might a wireless system benefit more from

one technique than the other?

If all communication is in one direction, then MIMO performs better, as it doubles

the throughput of a single direction. If communication is bidirectional, however, the

tradeoff is less clear. This section aims to provide some insight into the tradeoffs

between half-duplex MIMO and full-duplex in terms of information theoretic channel

capacity under different conditions.

The capacity analysis in this section, for both a 2x2 MIMO channel and a full-

duplex channel, uses the simplest case of two nodes constantly trying to send data

to each other. Both nodes have two antennas that can be used for transmit or

receive. The analysis compares performance when the nodes use the two antennas to

implement a 2x2 MIMO system vs implement a full-duplex system.

This analysis makes two assumptions:

• A wireless node has the same power constraint during transmission regardless

of its duplex mode. This means that a half-duplex node cannot double its

transmit power even though it remains silent half of the time (compared to

the full-duplex node which always transmits). This is a practical constraint

since FCC regulations and circuit limitations on transmit power restrict the

maximum power coming out of a single device regardless of the duplex mode,

making it infeasible to perform such power pulling across time for half-duplex

nodes. Under this assumption, a 2x2 MIMO system is able to use the maximum

power of one node at any time, since only one of two communicating nodes can

transmit at a given time. On the other hand, with full-duplexing, the system

can use the maximum power of both communicating nodes at the same time,
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Figure 7.1: Capacity comparison of the proposed full-duplex system and the 2 × 2
MIMO half-duplex system

thus allowing the use of more total power in the system.

• The transmitter knows the state of the wireless channel from itself to the receiver

perfectly. For a MIMO system, this increases capacity through an additional

transmitter processing technique, called MIMO pre-coding. In case of full-

duplexing, if both the nodes know the channels between all the antenna pairs,

they can agree on the best transmit-receive antenna pairs to maximize the sum

capacity in both directions. This assumption is valid for most new wireless

systems, like 802.11n and LTE [6, 7], which use periodic feedback to inform the

transmitter about the channel state.

Figure 7.1 shows the 10%-outage capacity of the wireless link for 2x2 MIMO half-

duplex vs full-duplex for different levels of self-interference cancellation performance.

Cancellation performance is modeled in terms of the SNR loss due to residual self-

interference compared to half-duplex. The details of channel capacity analysis for full-

duplex and 2x2 MIMO half-duplex, and the formal definition of the outage capacity

are presented in Appendix A.4.

The figure shows that at low SNR, MIMO half-duplex outperforms full-duplex.
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This result is expected with the diversity gains in MIMO helping its performance

for lower SNR values. However, at higher SNRs, full-duplex achieves higher average

capacity as long as the SNR loss remains below 1.5 dB. While surprising at a first

glance, we can see that such gain actually comes from the power constraint per device

allowing full-duplex to use twice the energy per unit time as compared to MIMO half-

duplex.

Knowing channel state information in practice means different things for a full-

duplex system and a MIMO system. Channel state information in the full-duplex

setup allows the system to adaptively pick one of its antennas for transmit, rather

than always using the same transmit antenna. This means that a full-duplex system

only requires a one bit feedback from receiver to transmitter for the full-duplex system

to exploit some gains of channel state knowledge at the transmitter. MIMO systems,

on the other hand, require at least a few bits of feedback to program transmit pre-

coders for achieving near-optimal performance [45].

Although not discussed in this section, we have also analyzed the case when the

transmitter does not have any information about the state of the wireless channel.

Without channel state, the transmitter cannot change its rate in response to channel

changes and should fix its rate in advance. In this case, MIMO half-duplex outper-

forms full-duplex over the entire SNR range even with ideal cancellation. The spatial

diversity of the MIMO system improves the reliability of the wireless channel, leading

to better performance. However, having no channel state information is not a practi-

cal scenario for current multi-antenna systems, which always use some form of state

feedback for rate adaptation.

This section shows that for different channel conditions the performance of full-

duplex can exceed or lag behind the performance of a similarly resourced 2x2 MIMO

system. Interestingly, on top of its superior MAC performance, full-duplexing can

also provide better physical layer performance at high SNRs.

More importantly, this evaluation shows that MIMO half-duplex and full-duplex

offer their respective advantages under different scenarios: robustness in low SNR sce-

narios using MIMO, and higher efficiency with full-duplex under high SNR. Thus, high

performing systems can adopt a hybrid of the two modes depending on instantaneous
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Figure 7.2: Frequency response of a previous version of our balun circuit. The fre-
quency selective mismatch, caused by poor layout, prevented balun cancellation be-
yond 25 dB.

channel conditions and availability of channel state at the transmitter. A significant

question going forward is whether full-duplex can be combined with MIMO systems.

To make a MIMO system full-duplex, each receive antenna would have to cancel the

self-interference introduced by all transmit antennas, requiring multiple cancellation

circuits per node. This requirement seems challenging right now, but with miniatur-

ization of components, full-duplex MIMO systems can be made possible. If so, this

introduces an interesting degree of freedom.

7.2 RF Engineering

One issue that comes up numerous times in the full-duplex design is the sensitivity

and precision of the cancellation components. For example, one early design of the

balun circuit had a much less even frequency response, shown in Figure 7.2. This

uneven response was partially from RF echoes in the balun board and placed an

upper bound on the maximum cancellation possible. Consider the precision involved:

canceling 50 dB of self-interference requires that the inverted signal be within 10−5

of the reference signal, or 99.999% accurate. These accuracies are clearly possible –

a small group of researchers were able to achieve them with commodity components.
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The practical limitations of balun cancellation remain an open question: if en-

gineered as carefully as mobile phones, for example, much greater cancellation may

be possible. The need for in-line high-precision attenuation and delay circuits may

introduce additional, practical challenges: the QHx220 is a poor substitute.

One question left unanswered is if high-precision RF components can be mass

manufactured on a chip small enough to fit in a mobile phone. Fitting to such small

form factors bring in challenges from a size point of view as discussed in Chapter 3:

a 2.4GHz delay line would require an effective range of 12cms length to allow delay

adjustments up to 1 wavelength. This is clearly impractical and needs a rethinking in

terms of the design of programmable attenuation and delay. One option to consider,

for example, is MEMS based varactor devices for delay lines [27]. These devices

provide voltage controlled capacitance which can provide the delay range required in

form factors that can easily fit a small chip.

Ultimately, the performance of self-interference cancellation and the success of

full-duplex systems would depend heavily on the size and accuracy of the devices

used to implement the system. Research on new structures for implementing on-chip

variable delay lines and attenuators for a variety of range and accuracy requirements

can lead to an improved cancellation design in the future [46, 19, 23, 62, 38, 26].

7.3 Protocol Implementation Improvements

The current implementation of a full-duplex MAC described in Chapter 5 gives ev-

idence that a full-duplex MAC can significantly mitigate some of the problems that

plague wireless networks today, such as hidden terminals and unfair channel alloca-

tion between uplink and downlink flows. On the other hand, Chapter 6 describes

many other improvements to wireless networks possible with full-duplexing used in

various contexts to improve control feedback or data delivery. Implementing and

evaluating these applications of full-duplex would require significant improvements in

our current design. This section discusses some of those improvements.

Asymmetric Traffic Handling in MAC Our current MAC design only sends

one secondary packet for a primary packet. Further, the secondary receiver in the
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current design is always the same as the primary transmitter. However, for many

scenarios, such as multihop networks, having a different secondary receiver is more

beneficial as discussed in Section 6.2. Further, for asymmetrically sized traffic like

TCP, multiple short TCP acks can be transmitted while receiving one long TCP

packet. More generally, efficiently utilizing the additional capacity of the secondary

channel, rather than wasting it with busy tones, is an open question.

In-Packet Channel Estimation The current full-duplex prototype uses periodic

sounding packets for tuning the cancellation mechanisms. This method would suffice

for a network with static or slowly moving nodes. For more dynamic environments,

such as cellular and mobile networks, the channel state can change very quickly. This

requires very frequent updates to the self-interference channel estimate. Using in-

packet techniques to update channel estimates on a per-packet basis can address this

challenge.

Half-Duplex Compatibility One interesting question going forward is how full-

duplex systems can be incrementally deployed. For example, while the full-duplex

system presented does not preclude coexistence with existing half-duplex systems,

secondary transmissions need to know whether the primary is full-duplex capable,

otherwise there may be poor interactions with link layer retry counts. Or perhaps

secondary transmissions should be considered as simple opportunistic receptions.

7.4 Conclusion

Full-duplex wireless breaks a fundamental assumption that has dictated the design

of wireless systems. The aim of this dissertation is to motivate full-duplexing as a di-

rection for research into what future wireless systems would look like. To address the

underlying challenge of self-interference cancellation, this dissertation presents the

design and evaluates various analog and digital signal processing techniques which

show promising results. The prototype presented in this work combines signal in-

version analog cancellation with digital cancellation to achieve 73dB reduction in

self-interference cancellation. The prototype can also adapt to channel dynamics

with adaptive digital and analog schemes. Further improvements in the design and
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faster adaptation techniques can enable full-duplexing in very challenging wireless

environments such as cellphone handsets and basestations.

Exploiting full-duplex requires redesigning higher layers in the networking stack.

Chapter 5 provides promising results for full-duplexing applied to a wireless LAN

setting with simple MAC layer changes and Chapter 6 discusses how full-duplex

could significantly improve many other types of wireless networks.

This initial work shows how different areas of research can come together to im-

prove wireless systems in a very fundamental way. Future research opportunities in

full-duplex wireless include core RF engineering to push the limits of cancellation

performance and innovations in physical layer design, such as incorporating MIMO

based full-duplexing. Full-duplexing also leads to a rethinking of how networking

researchers design routing algorithms for multi-hop wireless networks. This disserta-

tion provides many ideas on how full-duplexing could affect various aspects of wireless

research. However, it is impossible to gauge the full impact of this technology on the

design of systems of the future. Full-duplexing holds the promise to replace wireless

everywhere.



Appendix A

Mathematical Derivations and

Psuedo Code

A.1 Received Power with Phase Offset Cancella-

tion

Let the unit power baseband signal be x[t]. The signal is scaled by different trans-

mission amplitudes A1 and A2 at the two transmit antennas. The transmitted signals

undergo attenuations Att1 and Att2 and phase shifts φ1 and φ2 in the wireless channel

before reaching the receive antenna. The received signal is then given by:
A1

Att1
x[t]ej(2πfct+φ1) +

A2

Att2
x[t]ej(2πfct+φ2)

Ideally, A1

Att1
= A2

Att2
, but in practical systems, it would be impossible to get the am-

plitudes from the two transmit signals to match exactly at the receive antenna.

We let A1

Att1
= Aant and represent the amplitude mismatch by εAant, thus giving

A2

Att2
= Aant + εAant. Further, the two transmit symbols ideally are exactly π out of

phase from each other when they are received at the receive antenna (φ2 = φ1 + π).

Since the signal transmitted is not a single frequency, but rather a band of frequencies,

and due to the constraints of practical systems, we take φ2 = φ1 +π+ εφant. This gives
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the received signal as:

Aantx[t]ej(2πfct+φ1) +
(
Aant + εAant

)
x[t]ej(2πfct+φ1+π+εφant)

=Aantx[t]ej2πfctejφ1

(
1− ejε

φ
ant

)
− εAantx[t]ej(2πfct+φ1+εφant)

The instantaneous power of any complex signal r[t] is given by r[t]r[t] where r[t] is

the complex conjugate of the signal. Thus, the received signal power is:{
Aantx[t]ej2πfctejφ1

(
1− ejε

φ
ant

)
− εAantx[t]ej(2πfct+φ1+εφant)

}
∗{

Aantx[t]e−j2πfcte−jφ1

(
1− e−jε

φ
ant

)
− εAantx[t]e−j(2πfct+φ1+εφant)

}
=A2

antx[t]2
(

2− ejε
φ
ant − e−jε

φ
ant

)
+

Aantε
A
antx[t]2

(
2− ejε

φ
ant − e−jε

φ
ant

)
+
(
εAant
)2 |x[t]|2

=2Aant
(
Aant + εAant

)
|x[t]|2

(
1− cos

(
εφant

))
+
(
εAant
)2 |x[t]|2

The phase error occurs due to a small deviation in the receiver antenna placement.

The phase shift φ depends on the distance d between the transmit and receive an-

tennas and is given by 2πd
λ

, where λ is the transmission wavelength. Thus, the phase

error εφant can be represented as
2πεdant
λ

, where εdant is the error in receiver antenna

placement. The received power thus becomes:

2Aant
(
Aant + εAant

)
|x[t]|2

(
1− cos

(
2πεdant
λ

))
+
(
εAant
)2 |x[t]|2.
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A.2 Received Power Convexity With Analog Can-

cellation

The adaptive analog cancellation uses received energy as a measure for cancellation

performance and tries to minimize the energy to maximize performance. Here we an-

alyze mathematically the expression for energy for analog cancellation implemented

on a system using OFDM signalling. We model both the ideal setup involving signal

inversion and passive adjustable delay and attenuation, and the practically imple-

mented setup that uses the QHx220 noise cancellation chip as a substitute for the

delay and attenuator.

We first model the OFDM signal. Assume the signal uses M subcarriers and g(t)

is the rectangular pulse of length To used for the pulse shaping of the OFDM signal.

Assume M to be even. We can write x(t), the baseband OFDM pulse as follows,

x(t) =

k=M
2
−1∑

k=−M
2

xkg(t) exp(jk2πfot)

where fo = 1/To. The up converted OFDM signal is given by:

s(t) =<{x(t) exp(j2πfct)}

s(t) =

k=M
2
−1∑

k=−M
2

r g(t) cos(2π(fc + kfo)t) (A.1)

s(t) is the transmitted OFDM signal.

A.2.1 Modeling For an Ideal Delay and Attenuator

We assume that there is no multipath. Let τa be the delay of the self-interference

signal over the air, relative to the cancellation signal received via wire. We also

assume that the self-interference signal is delayed more than the cancellation signal

i.e. τa > 0. Let Ga be the attenuation of the signal via air, and assume the signal over

wire does not attenuate. We have two control variables to modify the cancellation

signal, delay and attenuation. Let the control delay and attenuation be τc and Gc

respectively. These two variables have to be adjusted for optimal cancellation. The
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receiver gets the sum of two signals, the self-interference ra(t) = Ga ∗ s(t − τa) and

the cancellation signal rc(t) = −Gc ∗ s(t− τc).

The phase and attenuation match when Ga = Gc and τa = τc. We assume that

the system is engineered to keep the required control delay range to less than half a

wavelength, i.e. τa ≤ 1/2fc. We also assume that the delay control line has a range

of one full wavelength’s delay, i.e. 0 ≤ τc ≤ 1/fc

For a To length OFDM symbol, the received energy E is given by the square of

the received signal integrated over time To. Thus:

E =

∫
To

(ra(t) + rc(t))
2 dt.

E =

∫
To

(Gas(t− τa)−Gcs(t− τc))2 dt.

Define τ = τc − τa. Note that−1/2fc ≤ τ ≤ 1/2fc since τa ≤ 1/2fc and control delay

is always positive, i.e. τc > 0.

Changing the limits t̂ = t− τa
E =

∫
To

(Gas(t̂)−Gcs(t̂− τ))2 dt̂.

E =

∫
To

r2
{∑

k

(
Gag(t̂) cos(2π(fc + kfo)t̂)−

Gcg(t̂− τ) cos(2π(fc + kfo)(t̂− τ))
)}2

dt̂.

The above expression is the product of two identical summations. We consider the

lth term of the first sum and the mth term of the second sum. The product of those

two terms is given by:

El,m =

∫
To

r2
{(

Gag(t̂) cos(2π(fc + lfo)t̂)−Gcg(t̂− τ) cos(2π(fc + lfo)(t̂− τ))
)}
·{(

Gag(t̂) cos(2π(fc +mfo)t̂)−Gcg(t̂− τ) cos(2π(fc +mfo)(t̂− τ))
)}

dt̂

=r2{E11 + E12 + E21 + E22} (A.2)
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where

E11 =

∫
To

G2
ag

2(t̂) cos(2π(fc + lfo)t̂) cos(2π(fc +mfo)t̂) dt̂

E12 =

∫
To

−GaGcg(t̂)g(t̂− τ) cos(2π(fc + lfo)t̂) cos(2π(fc +mfo)(t̂− τ)) dt̂

E21 =

∫
To

−GaGcg(t̂− τ)g(t̂) cos(2π(fc + lfo)(t̂− τ)) cos(2π(fc +mfo)t̂) dt̂

E22 =

∫
To

G2
cg

2(t̂− τ) cos(2π(fc + lfo)(t̂− τ)) cos(2π(fc +mfo)(t̂− τ)) dt̂.

We analyze each of these terms individually.

E11 =

∫
To

G2
ag

2(t̂) cos(2π(fc + lfo)t̂) cos(2π(fc +mfo)t̂) dt̂.

=

∫
To

1

2
G2
ag

2(t̂){cos(2π(2fc + (l +m)fo)t̂) + cos(2π(l −m)fot̂)} dt̂.

=

∫
To

1

2
G2
ag

2(t̂){cos(2π(l −m)fot̂)} dt̂.

The last equality follows since fc is large frequency integrated over multiple cycles

resulting into zero. Further for l 6= m, E11 goes to zero for a rectangular pulse shape

g(t). For l = m, expression of E11 is,

E11 = To
G2
a

2
. (A.3)

Similarly, we can show that E22 is given by:

E22 = To
G2
c

2
. (A.4)

From this point on, we would always ignore the high frequency term involving the

carrier frequency as it integrates to zero over T0 We define autocorrelation of g(t)

Rg(τ) =

∫
To

g(t̂)g(t̂− τ)dt̂

Using the autocorrelation function, we can write E12 as:

E12 =

∫
To

−GaGcg(t̂)g(t̂− τ) cos(2π(fc + lfo)t̂) cos(2π(fc +mfo)(t̂− τ)) dt̂

Ignoring the high frequency term,

E12 =

∫
To

−1

2
GaGcg(t̂)g(t̂− τ) cos(2π((l −m)fot̂+ (fc +mfo)τ)) dt̂.

Thus for l 6= m, we have E12 = 0 when g(t) is rectangular. For l = m, E12 is given
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by:

E12 =− GaGc

2
Rg(τ) cos(2π(fc +mfo)τ)

Similarly, we can show E21 = 0 for l 6= m and for l = m, E21 = E12, i.e.

E21 = −GaGc

2
Rg(τ) cos(2π(fc + lfo)τ)

For a rectangular pulse shape g(t) = rect( t
To

),

Rg(τ) = To − |τ |
Note that range of values τ can take is small, −1/2fc ≤ τ ≤ 1/2fc. For these small

values of τ , Rg(τ) is almost constant. So E12 and E21 can be written as:

E12 = E21 ≈ −
GaGc

2
To cos(2π(fc +mfo)τ) (A.5)

Collecting all terms and substituting in Equation A.2,

E = To r
2
∑
k

{G
2
a +G2

c

2
−GaGc cos(2π(fc + kfo)τ)}

E = To r
2
∑
k

{G
2
a +G2

c

2
−GaGc cos(2π(fc + kfo)(τa − τc))}

Taking the second derivative w.r.t. Gc:
∂2E

∂G2
c

= Tor
2k

which is always positive. Taking the second derivative w.r.t. τc:
∂2E

∂τ 2
= Tor

2GaGc

∑
k

(2π(fc + kfo))
2 cos(2π(fc + kfo)(τa − τc))

For delay mismatch such that −1/4fc ≤ τa − τc ≤ 1/4fc, the the second derivative is

positive, but it goes negative beyond these values. So the function is not technically

convex in the entire operating range of −1/2fc ≤ τa− τc ≤ 1/2fc, so some traditional

convex optimization algorithms based on second derivatives, such as Newton method,

may not be used. On the other hand, with the optimal point at τa−τc = 0, the energy

function E is monotonically decreasing for τa − τc < 0 and monotonically increasing

for τa − τc > 0 within the operating range of τa − τc. Thus, first derivative methods,

such as gradient descent can still be used effectively in this context.
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A.2.2 Modelling for QHX220

With the noise canceler chip QHx220, we can tune the gain parameters for I-phase

and Q-phase. The chip introduces a fixed delay multipath for generating the Q-phase

component. Let the fixed delay introduced by the chip be τq, where τq = 1/4fc for

carrier frequency fc. Using the OFDM signal described in Equation A.1:

s(t) =
M∑
k=1

xkg(t) cos(2π(fc + kfo)t),

we can write the input to the receive terminal after analog noise cancellation as:

r(t) = Gas(t− τa)−Gis(t)−Gqs(t− τq)
where Ga and τa are the over the air gain and delay for the self-interference signal,

and Gi and Gq are the I and Q phase gain settings in the QHx220 chip respectively.

The corresponding signal energy is:

E =

∫
To

(r(t))2dt

E =

∫
To

(Gas(t− τa)−Gis(t)−Gqs(t− τq))2dt

Differentiating with respect to Gi twice gives:

∂2E

∂G2
i

=

∫
To

(s(t))2dt

Similarly, for Gq:

∂2E

∂G2
q

=

∫
To

(s(t− τq))2dt

Both the second derivatives are clearly positive, thus showing the convexity of the

received energy with the two gain parameters.
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A.3 Pseudocode for Adaptive Analog Cancellation

Using QHx220

Data: Use previous Gintial
i , Gintial

q

Gi ← Gintial
i , Gq ← Gintial

q ;

Initialize Rcur = read rssi(Gi, Gq);
d← derivative step size, ∆← step size;
start← 1;
while start do

// Sample four points Gi ± d and Gq ± d for RSSI ;
R1 ← read rssi(Gi + d,Gq);
R2 ← read rssi(Gi, Gq + d);
R3 ← read rssi(Gi − d,Gq);
R4 ← read rssi(Gi, Gq − d) ;

calculate slopes, si ← R1−R3
2d

, sq ← R2−R4
2d

;
Update Gi, Gq in the (si , sq) direction with ∆ units as radius ;
Rnew = read rssi(Gi, Gq);
if Rnew >= min(Rcur, R1, R2, R3, R4) then

close to the minimum, so decrease both ∆ and d ;
check false alarm, if step size decreases and stuck in the noisy minimum
;
if Rcur = min(Rcur, R1, R2, R3, R4) then

if this occur for few times consecutively, minimum is reached;
Store Gintial

i , Gintial
q and start← 0;

end
Rcur ← min(Rcur, R1, R2, R3, R4);
update Gintial

i , Gintial
q to minimum point;

else
Rcur ← Rnew;
update Gintial

i , Gintial
q to new point;

check for false alarm, if the step size has decreased and global minimum
is far away

end

end
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A.4 Capacity Analysis

We investigate the information theoretic channel capacity of the full-duplex with

balun cancellation and the 2x2 MIMO half-duplex. A simple frequency flat block

fading model is considered to highlight the underlying tradeoff between each duplex

mode.

A.4.1 System Model

Consider a point-to-point link between two nodes A and B. Each node has two

antennas. The channel between the nodes is specified by a 2 × 2 matrix H where

(i, j)-th element of H, denoted by hij, corresponds to the channel gain from the j-th

antenna in node A to the i-th antenna in node B. For example, h1,2 is the channel

between antenna 1 of A and antenna 2 of B. Each hij is assumed to be an i.i.d.

complex Gaussian random variable with zero mean and unit variance, i.e. Rayleigh

fading, and remain the same for a given communication interval of T .

For full-duplex, we model the effect of the residual self-interference after all can-

cellation as an relative SNR loss β ≥ 1. β = 1 implies an ideal full-duplex system

that cancels self-interference perfectly, while β = 2 raises the noise floor by 3 dB.

Given a communication interval of T , each MIMO half-duplex node exclusively

occupies T
2
, while full-duplex nodes can transmit simultaneously over entire T . We

do not consider inter-packet intervals or MAC backoff. This benefits MIMO because

these “dead” periods do not overlap, unlike in a full-duplex system.

We assume the same average transmit power P for both duplex modes, but the

average is taken over their respective duration when the node is actively transmitting,

i.e. T
2

for half-duplex and T for full-duplex. This means that we do not allow a half-

duplex node to double its power during transmission even though it remains silent

the other half of the time. In practice, this can be more realistic assumption in the

sense that such power pulling across time may not be feasible for power amplifiers

with fixed dynamic range. Note that under this assumption, each half-duplex node

spends P · (T
2
) + 0 · (T

2
) = P · (T

2
) amount of energy over the communication interval

of T while each full-duplex node can use twice more energy, P ·T , to increase its data
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rate.

A.4.2 Capacity Analytical Formulation

We investigate the capacity of the two modes in two different settings depending on

the availability of the channel state information at the transmitter (CSIT). Let ρ = P
σ2

denote the average received SNR at the receiver for a given average transmit power

P and the noise variance at the receiver σ2. From [59], given a MIMO channel H,

the capacity in bps/Hz without CSIT is:

C(w/o CSIT)
hd (H, ρ) =

2∑
i=1

C
(ρ

2
λi

)
while capacity with CSIT is

C(CSIT)
hd (H, ρ) = max

Pi:
P
i Pi≤P

2∑
i=1

C(ρ
Pi
P
λi),

where C(x) := log2(1 + x) and λi is the i-th largest eigenvalue of HHH . For the

half-duplex, the sum capacity of the two nodes over T is C(.)
hd-sum (H, ρ) = C(.)

hd (H, ρ)

since each node uses the channel half of the time, and the channel capacity in both

direction is the same from the reciprocity of the channel.

For a full-duplex system without CSIT, we assume without loss of generality that

each node uses the first antenna as its transmit antenna. Then, the sum capacity is

the sum of the capacity of two independent SISO channels:

C(w/o CSIT)
fd-sum (H, ρ) =

2∑
i=1

C

(
ρ

β
|hīi|2

)
,

where ī = {1, 2} − i. When CSIT is available, the sum capacity of the full-duplex

system is

C(CSIT)
fd-sum (H, ρ) = max

(
C(w/o CSIT)

fd-sum (H, ρ) ,
2∑
i=1

C

(
ρ

β
|hii|2

))
,

where the sum capacity gain from the max(·, ·) operation is due to the adaptive

transmit antenna selection based on CSIT.

Finally, the performance metric used for measuring the capacity of the wireless

link is the 10% outage capacity. In practice, this measure gives the capacity of the
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link such that it achieves a PRR of 90%. The ε-outage capacity is defined as

Coutage(ε)(ρ) = max {r ≥ 0|Pr {C(H, ρ) ≤ r} ≤ ε}
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