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Wireless Mesh and CSMA
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• One UDP flow along a static 4-hop route in 802.11b 
mesh testbed



Wireless Mesh and CSMA
• One UDP flow along a static 4-hop route in 802.11b 

mesh testbed

Sending more packets causes throughput decrease
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Self-Interference

• Packets within a flow collide due to hidden terminals

• Known problem reported by Li et al.1 and Vyas et al.2

(1) J. Li, C. Blake, D. S. D. Couto, H. I. Lee, and R. Morris. Capacity of ad hoc wireless networks.    
ACM MobiCom, 2001

(2) A. Vyas and F. Tobagi. Impact of interference on the throughput of a multihop path in a wireless 
network. ICST BROADNETS, 2006
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Practical Solution?

• Can we fix this problem with existing hardware?

• One candidate: RTS/CTS

• Can help avoid collisions due to hidden terminals

• Incurs heavy overhead: Control packets are sent 
at 1 or 2 Mbps
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Fig. 1. The hidden terminal problem in a simple flow. Node A must wait
for node C to forward a1 before transmitting a2, or both will collide at B.

Fig. 2. The effect of the hidden terminal problem within a single CSMA
flow. End-to-end delivery does not count dropped packets due to queue
overflow at the source node. When load passes the threshold the path can
sustain, self-interference becomes significant and the delivery ratio drops
accordingly. Furthermore, throughput also drops: sending more packets causes
fewer packets to arrive.

losses by >95%.
• Contrary to common wisdom in existing literature [12],

[14], [24], CSMA is not always superior to RTS/CTS:
RTS/CTS’s UDP throughput is up to 38% higher for flows
longer than 3 hops.

• Grant-to-send is general enough to implement and re-
place existing collision avoidance mechanisms in sensor
network protocols with no loss of performance.

Grant-to-send can reuse existing 802.11 MAC protocol
mechanisms, such that it is completely inter-operable with
existing CSMA and RTS/CTS networks. This inter-operability
enables grant-to-send nodes to be incrementally deployed with
an 11-line change to existing 802.11 drivers.

For 802.15.4, replacing protocol specific collision avoidance
mechanisms at the network layer with grant-to-send at the
MAC layer enables the collision avoidance mechanisms to
work across protocols. This is a crucial property for 802.15.4
in order to prevent complex inter-protocol interactions [16].

The next section provides background on wireless collision
avoidance. Section III presents grant-to-send and details two
implementations (802.11 and 802.15.4). Section IV analyzes
grant-to-send’s behavior and provides guidance for how long
grants should be. Sections V–VII explore and evaluate grant-
to-send for a variety of network protocols. Section VIII
discusses limitations of the mechanism. Section IX presents
prior related work and Section X concludes.

II. WIRELESS COLLISIONS

CSMA collision avoidance is inexpensive but susceptible to
the hidden terminal problem. The hidden terminal problem

Bitrate CSMA RTS/CTS Overhead

1 Mbps 0.79 0.76 4.0%
2 Mbps 1.44 1.35 6.6%
5.5 Mbps 3.36 2.89 14.1%
11 Mbps 5.89 4.42 25.1%

TABLE I
SINGLE-HOP UDP THROUGHPUT (MBPS) ON A HIGH QUALITY 802.11B

LINK. RTS/CTS OVERHEAD RANGES FROM 4-25%.

happens when two nodes that cannot hear each other (are
“hidden”) transmit at the same time. A third node hearing
both transmissions receives neither because they collide. The
hidden terminal problem is common in real-world wireless
meshes and is a dominant source of packet losses especially
with CSMA [15]. Hidden terminals can cause packets within a
flow to self-collide as shown in Figure 1. Nodes separated by
2 hops cannot hear each other, so their transmissions collide
at the node in the middle. This behavior is well-known, and
bounds a flow’s throughput to one third of the single-hop
throughput [35], as a node must wait for a packet to progress
out of interference range before transmitting the next one.

Figure 2 shows this effect experimentally in a single flow
in an 802.11b mesh testbed. Section IV-A provides greater
details on the experimental setup, but in summary, one node
sends UDP traffic along a static 4-hop route with a fixed
bitrate of 5.5Mbps. As the data rate surpasses the path’s
capacity, the end-to-end delivery ratio and throughput drop
due to collisions. This experiment validates earlier simulation
results by Li et al. [27] and Vyas et al. [32] that pushing a path
beyond what it can support increases collisions and reduces
performance. The plots flatten at 3.0 Mbps because link layer
queuing prevents sending faster.

RTS/CTS avoids collisions through a control packet ex-
change before each data packet. The improved data delivery
ratio with RTS/CTS has a cost: a data packet requires a
control packet exchange, reducing throughput. In practice,
many protocol designers have found that RTS/CTS’s costs
outweigh its benefits [14], [24], and AP vendors suggest
disabling it [2], [4].

To quantify this cost, we measure UDP throughput between
two nearby 802.11b nodes. In this experimental setup, the
packet drop rate and collision rate are very low. The RTS/CTS
exchange is pure overhead. Table I shows the results. RTS/CTS
overhead is 4-25%. The overhead increases with the bitrate
because data packets at higher bitrates are faster, but the fixed-
duration control packets sent at 1 or 2 Mbps consume a larger
portion of the packet exchange time.

III. GRANT-TO-SEND

This section provides an intuitive and formal description
of grant-to-send. Through a simple example of a flow, it
illustrates how grant-to-send avoids collisions. Later sections
examine more complex protocol interactions. The section
concludes with details on the two implementations (802.11
and 802.15.4) we use in the rest of the paper.
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Grant-To-Send (GTS)

• A novel collision avoidance mechanism for CSMA 
based wireless mesh networks

• Instead of avoiding collisions for packets a node 
would transmit, GTS avoids collisions with packets 
the node expects to hear

• A transmitting node grants a clear wireless 
channel to the receiver

• Generic: Works for both 802.11 and 802.15.4

• No control packets, low overhead, compatible with 
existing hardware.
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In a Nutshell

• Present Grant-to-Send (GTS). Analyze and evaluate 
GTS through simulations and experiments

• GTS outperforms CSMA and RTS/CTS

4-hop UDP throughput increases by 23%, 96% of 
the maximum possible

• GTS can replace existing per-protocol collision 
avoidance mechanisms in sensor networks

Can prevent inter-protocol interactions
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• Grant-To-Send Mechanism

• Optimal Grant Duration

• GTS in 802.11 : UDP

• GTS in 802.15.4 : CTP and Deluge

• Limitations of GTS

Talk Outline
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Mechanism

• Every data transmission contains a “grant duration”

• The transmitter and nodes that overhear this transmission 
must be silent for the duration after the transmission

• Only the receiver can transmit for the grant duration

• i.e. the transmitter “grants” the receiver to send
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Implementation for 802.11
• Reuse the Network Allocation Vector field (NAV)

• Originally, NAV is used to protect the current packet 
exchange: RTS sets NAV duration CTS+DATA+ACK

19

NAV duration Suppressed nodes

Original 802.11 Protects current
packet exchange Overhearing nodes

Grant-to-Send Protects expected 
response from receiver

Overhearing nodes
and transmitter



Implementation
• 802.11

• 11 lines of driver code

• No overhead in data packets

• Works with MadWiFi and ath9k drivers with Atheros 
cards

• 802.15.4

• 50 lines of TinyOS code

• 9B RAM

• 2 byte overhead for data packets

• Both implementations work with existing hardware
20



Talk Outline
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• Grant-To-Send Mechanism

• Optimal Grant Duration

• GTS in 802.11 : UDP

• GTS in 802.15.4 : CTP and Deluge

• Limitations of GTS



Optimal Grant Duration

• One packet time seems to be the optimal

• Intuition: the transmitter and its neighbors wait for 
the recipient to forward one packet

22
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Long and Short Grants

• Long grants 

• avoid more collisions

• may cause 
unnecessary idle times
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pp g ++2p + g  =

• Short grants 

• prioritize forwarders

• waste more channel 
time due to collisions
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Analysis

From analysis, throughput

g : grant duration, p : packet time, B : link capacity

( k : 0.3~3 )1

(1) A. Vyas and F. Tobagi. Impact of interference on the throughput of a multihop path in a wireless 
network. ICST BROADNETS, 2006 24
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• Grant-To-Send Mechanism

• Optimal Grant Duration

• GTS in 802.11 : UDP

• GTS in 802.15.4 : CTP and Deluge

• Limitations of GTS

Talk Outline
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CSMA, RTS/CTS, and GTS
• 4-hop static route testbed experiment with 5.5Mbps 

bitrate

• GTS achieves 96% of the throughput upper bound
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CSMA, RTS/CTS, and GTS
• 4-hop static route testbed experiment with 5.5Mbps 

bitrate

• GTS achieves 96% of the throughput upper bound
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Effect of Hop Count

• 24-node large testbed

• Spread across 6 floors  
in our CS building

• 802.11 Channel 1

• iperf measures the 
throughput of 23 pairs
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• Shorter paths ➜ fewer collisions

• CSMA outperforms RTS/CTS 
due to no overhead

• GTS matches CSMA’s 
performance

• Longer paths ➜ more collisions

• RTS/CTS outperforms CSMA 
due to better collision avoidance

• GTS outperforms both RTS/CTS 
and CSMA

• GTS matches/outperforms both in 
any case

29
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• Grant-To-Send Mechanism

• Optimal Grant Duration

• GTS in 802.11 : UDP

• GTS in 802.15.4 : CTP and Deluge

• Limitations of GTS

Talk Outline
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Collection Tree Protocol
• Collects sensor data to gateway by 

constructing a minimum-cost tree

• Multiple converging UDP-like 
flows: susceptible to intra-flow 
collisions

Gateway
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• Delays back-to-back 
transmission by ~2 pkt times 

Gateway

32



Collection Tree Protocol
• Collects sensor data to gateway by 

constructing a minimum-cost tree

• Multiple converging UDP-like 
flows: susceptible to intra-flow 
collisions

• Has built-in collision avoidance 
mechanism

• Delays back-to-back 
transmission by ~2 pkt times 

• GTS can substitute the layer 3 
mechanism

Gateway
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Evaluation on CTP

• 64-node Mirage testbed

• Event-triggered collection 
scenario

• GTS maintains the throughput 
while improving end-to-end 
delivery

• GTS provides the natural per-
region rate limitation 
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Dissemination: Deluge
• Distributes a large piece of data 

from a Gateway or source to each 
node in network

• eg: distributing new binary

Gateway
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Dissemination: Deluge
• Distributes a large piece of data 

from a Gateway or source to each 
node in network

• eg: distributing new binary

• Steps:

• Advertisement

• Request

• Dissemination

Gateway
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Deluge and GTS

• Deluge requests can lead to a 
flurry of losses due to hidden 
terminal
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• GTS: Embed grant for the 
whole data in requesting 
packets 

• A non-forwarding example 
of GTS



Talk Outline

• Grant-To-Send Mechanism

• Optimal Grant Duration

• GTS in 802.11 : UDP

• GTS in 802.15.4 : CTP and Deluge

• Limitations of GTS
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Imperfect Grants

• Granter must guess how long the channel will be 
used by the grantee

• Not obvious: variable bit-rate, different packet sizes, 
retransmissions

• Can be estimated: e.g. nodes can learn the bit-rate 
used at the next hop 

• Small grants are better than no grant
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Inter-Flow Collisions

• GTS does not address inter-flow collisions

• Can still benefit when multiple flows are in the same 
direction (e.g. CTP) 

• Generally hard to address with link-layer 
mechanisms

• 2-hop reservation incurs overhead

• ( GTS + network coding ) can be an answer
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Is Collision a Problem?

• Collision can be recovered using various PHY-layer 
techniques

• E.g. ZigZag, ANC, SIC, etc.

• Require a new hardware

• Does not mean any collision can be recovered

• Hard to recover collisions with more than 2~3 
concurrent packets

• Can work together with GTS

44



Conclusions

• A simple and inexpensive collision avoidance 
mechanism for wireless mesh

• Compatible with existing 802.11 nodes

• 802.11 respects grants, GTS respects 802.11

• Nodes talking to AP behaves like normal CSMA

• GTS outperforms CSMA and RTS/CTS without 
incurring overhead

45



Thank You!
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Grant-To-Send (GTS)
• A novel collision avoidance mechanism for CSMA based 

wireless mesh networks

• Instead of avoiding collisions with packets to be sent, GTS 
avoids collisions with packets the node expects to hear

• Eg: Grant forwarding node channel access to forward data 
packet out of interference range

• No control packets. 0-2 bytes overhead in data packets

• Simple and general

• 802.11: completely backwards compatible with 11 lines of 
driver code change w/ existing hardware

• 802.15.4: 50 lines of TinyOS codes with 9B RAM
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Backup: TCP Performance

• Similar performance gain for GTS as UDP

• RTS/CTS shows poor performance

• Larger overhead for short packets

• GTS and CSMA achieves only ~2/3 of the UDP 
throughput

48
(a) Throughput. (b) End-to-end delivery ratio.

Figure 8: Event-driven collection using CTP on CSMA,

GTS, and RTS/CTS. GTS delivers throughput compara-

ble to CSMA’s, while increasing end-to-end delivery.

algorithms. More generally, the importance of energy effi-

ciency causes most layer 3 sensornet protocols to have cus-

tom built-in collision avoidance mechanisms.

6.1 CTP

CTP is the standard collection protocol in TinyOS 2.1 [6].

It uses a transmit timer to avoid self-interference along a

route. When a CTP node transmits a data packet, it waits

approximately 2 packet times before sending another packet

or retransmitting. This timer is local to a node. It does not

prevent other nodes from immediately sending to the same

next hop and colliding.

Grant-to-send can provide a superior mechanism to CTP’s

timer: it can avoid collisions with all nearby nodes, not just a

single transmitter. We modify CTP by removing its transmit

timer and instead having it send all data packets with a grant

of one packet time (10ms). As with UDP, data packets to a

data sink (the last hop) carry a grant of zero.

6.2 Evaluation

When network traffic is light and there are few collisions,

grant-to-send imposes no cost and provides no benefit. On

the opposite extreme, if all nodes send data as quickly as pos-

sible, the lack of congestion control in CTP causes queues

to overflow and the network devolves to single-hop neigh-

bors contending at a sink with grants of zero. Therefore, we

evaluate grant-to-send in an event-driven collection scenario,

where a subset of nodes detect an event and stream a large

data report. Volcanic seismic monitoring is one example of

an application that has such a workload [38]. The assump-

tion in this scenario is that the low-power sensor network

wakes up for a burst of activity: collision avoidance is not a

major concern when the network is asleep.

We run CTP on 64 nodes in the Mirage testbed [19]. A

radio packet simulates a triggering event, and 14 nodes that

hear the packet begin streaming data to a sink. The source

nodes are fixed throughout the experiments to minimize vari-

ations between runs. Source nodes stream packets for 15

minutes. Each result is the average of five runs.

Figure 8(a) shows throughput under CSMA, RTS/CTS and

grant-to-send. Grant-to-send’s throughput is 220% higher

Hops # Pairs GTS CSMA RTS/CTS

1 2 2.25 2.21 (2%) 1.91 (18%)

2 6 0.77 0.72 (7%) 0.61 (26%)

3 6 0.51 0.44 (16%) 0.24 (113%)

4 8 0.46 0.31 (48%) 0.18 (156%)

5 1 0.50 0.39 (28%) 0.28 (79%)

Total 23 0.71 0.62 (15%) 0.46 (53%)

Table 3: TCP throughput (Mbps) for 23 node pairs aver-

aged for each hop count on the large testbed. Percentages

show grant-to-send’s improvement.

than RTS/CTS and within experimental error of CSMA. Grants

can replace an existing layer 3 collision avoidance mecha-

nism with no appreciable effect on throughput.

Figure 8(b) shows CTP’s end-to-end delivery ratio. Grant-

to-send’s delivery ratio is 180% higher than CSMA’s, and

29% higher than RTS/CTS. This improvement comes from

the natural rate-limiting that grant-to-send provides. For ex-

ample, while each CSMA node sends at most once every

three packet times, the aggregation of this load towards the

root causes queue drops. While grant-to-send does not com-

pletely solve this problem, it limits load in terms of broadcast

regions, rather than individual nodes. Therefore, a group of

nodes close to one another impose an aggregate load of at

most one transmission every three packet times.

An astute reader will notice that the results in Figure 8

demonstrate a major difference between 802.11 and TinyOS’s

MAC layer. The throughput benefit of grant-to-send is much

smaller in collection than in UDP. This can be explained

by two observations. First, the CSMA and RTS/CTS re-

sults already include CTP’s transmit timer, providing better

collision avoidance than 802.11’s UDP. Second, the default

CSMA backoff interval in the TinyOS MAC layer dominates

a packet time. An actual frame transmission takes approx-

imately 1 ms, while backoff is 1-9 ms. Correspondingly,

while routes do self-interfere, the interference is much less

pronounced than with 802.11.

6.3 Summary

Grant-to-send outperforms both CSMA and RTS/CTS for

event-driven workloads in sensor network collection trees. It

provides the best of both worlds: the throughput of CSMA

and the delivery ratio of RTS/CTS. It replaces a layer 3 mech-

anism with a more general layer 2 one. Section 8 examines

whether the same replacement approach can be applied to

a broadcast-based protocol. First, however, the next section

examines a slightly more complex flow case: TCP.

7. TCP

Examining TCP, we find that, in contrast to UDP and col-

lection trees, grant-to-send alone offers a small throughput

improvement. We identify that collisions between TCP’s

two flow directions are a significant cause of packet loss. Re-
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Backup: Sending Fewer Acks

• TCP performance bottleneck in wireless mesh may be 
DATA-ACK collisions

• Filtering ACK packets gives higher GTS performance
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